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Abstract

Sea ice that covers large parts of the polar oceans throughout most of the year responds to changes in the atmosphere or the ocean within a short period of time. The rapid decrease of the Arctic sea ice cover in the past decades has led to a fundamental discussion of the role of sea ice in the climate system. Surprisingly, in contrast to the northern hemisphere, the sea ice in the Southern Ocean has been slightly increasing over the last decades. This is owing to essentially different processes that take place around Antarctica. There, the ice is not confined to a basin as in the Arctic Ocean but can move rather freely around the Antarctic continent which results in a strong response to changes in the wind field.

In this Master’s thesis I examined the impact of the variations in the coastal Antarctic atmospheric boundary layer on the sea ice. By studying wind driven sea ice transport in the Southern Ocean and temporal and spatial variabilities in the period 1989 to 2006, I have revealed important characteristics of the sea ice cover and processes that determine its growth and decay. The near surface wind field over the coastal continent and ocean as well as its forcing mechanisms were described in detail by using output from a regional atmospheric climate model. This showed strong relations to key parameters that I have deduced from a satellite record of sea ice concentration and sea ice motion.

The regions of the largest sea ice extent, the Ross and Weddell Seas, are also those areas where most of the sea ice transport takes place and where its variability is the largest. Interannual variations and trends of transport are associated with varying sea ice concentration just north of these areas in the Ross and Weddell Seas. Comparing the wind field and the sea ice motion, I found out that spatial patterns of persistent southerly or south-easterly winds coincide with those of ice drift. The winds in these regions result from combined effects of the large-scale pressure distribution, cold air that accumulates over the ice shelves, and large topographic barriers that alter the flow. Adjacent to the large Ross and Ronne-Filchner Ice Shelves constant outflow of cold air takes place almost year-round. Here, sea ice is constantly exported from the coastal region, and large polynyas and leads form. As the cold winds not only lead to sea ice transport but also support refreezing of the open water, these areas are associated with strong sea ice formation. I have defined an index that captures the outflow of cold continental air from the ice shelves. The long-term variations in outflow correlate well with variations of the sea ice cover and meridional sea ice transport in the Ross and western Weddell Seas. Further, the results suggest that the positive trend of sea ice cover in western Ross Sea and the negative trend in the western Weddell Sea are related to a respective seasonal increase and decrease of cold air outflow. Overall, in my thesis, I showed that the dynamical interaction between the atmospheric boundary layer and the sea ice is a regional key element in the interannual variability and the long-term changes of the sea ice cover in the Southern Ocean.
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1 Introduction

In recent years polar regions have gained more and more attention in the scientific community and in the public media because of their high sensitivity to variations in the climate system and because of dramatic changes that have taken place. In the last decades, the consequences of human induced climate change have been most noticeable in higher latitudes. These incorporate alterations of the circulation and heat content in the atmosphere and ocean, and changes of the cryosphere on land and ocean. Polar regions where large amounts of heat are emitted to space are a crucial part of the Earth’s system. Thus, it is of major importance to understand the polar climates, their variability, and long-term changes.

The polar oceans are almost completely covered with a thin layer of ice in winter (only about one to a few meters thick) that decreases in thickness and extent during summer and almost vanishes in the southern hemisphere. Heat, momentum, and moisture are exchanged at the ice surface with the atmosphere and at its base with the ocean. As sea ice is only a very thin interface between the atmosphere and the ocean, it is very vulnerable to changes and adapts rather fast to anomalies. The feedback mechanisms involving sea ice are very strong which devotes sea ice a very important role in the climate system. This strong coupling of the processes is also owing to the unique properties of sea ice such as its high albedo. Whereas the open ocean surface absorbs almost all the incident solar radiation, sea ice reflects most of it. Consequently, this difference of the albedo gives rise to a positive feedback for the surface temperature because if more sea ice melts due to higher temperatures, more open water is present, more solar radiation is absorbed, and temperatures of the surface ocean and atmosphere rise even more. This process is commonly referred to as ice-albedo feedback.

Moreover, there are other processes that have a stabilizing effect on the sea ice cover and counteract the positive feedback. Because sea ice insulates the atmosphere and the ocean, less heat is lost to the cold atmosphere in winter over the sea ice covered ocean. In contrast, an open ocean surface cools much faster and sea ice forms more easily. The same is valid for thinner ice; as heat is better conducted through thin ice, it grows faster. As a consequence, if there is less sea ice in one summer, it regrows faster in the subsequent winter.

Additionally to the feedback mechanisms just described, sea ice can have an effect on the ocean circulation by producing cold and dense water masses during the sea ice formation process. These water masses sink to the ocean bottom where they are transported to lower latitudes and contribute to the meridional exchange of heat by the ocean. Further, sea ice affects the large-scale circulation in the atmosphere due to differential heating over the open ocean and the sea ice covered ocean which sets up pressure gradients over large spatial scales that change with changing sea ice cover. Long-term changes of the sea ice can also indirectly have an effect on the global sea level. Less sea ice cover in a coastal region leads to a local heating of the ocean and the atmosphere. This can destabilize the ice shelves or the surging outlet glaciers of ice sheets. If they disintegrate, the ice loss from the ice sheets is likely to increase and add to the global sea level rise. Moreover, sea ice can even be important for the global greenhouse gas concentrations in several ways such as the release of methane from the ocean to the atmosphere or the uptake of carbon dioxide by net primary production that is high in the polar oceans. The exchange of these gases depends on the temperature of the ocean and on the thickness of the ice cover that might act as a physical barrier. All these processes point out that sea ice is bestowed a key role in the climate system, especially in the polar regions but also in a global context and it is essential to understand the processes that are involved in detail.

Records of the Arctic sea ice have shown a dramatic decrease of its extent and thickness since the continuous satellite measurements have started in 1979 which has even accelerated during the last years (Comiso et al., 2008; Kwok et al., 2009; Parkinson and Cavalieri, 2008). Between 1979 and 1996 the sea ice extent decreased by about 2.2% per decade and in the years 1996 to 2007 by about 10.1% per decade (Comiso et al., 2008). In September 2007 the lowest sea ice cover since measurements have started was recorded, followed by the second lowest ice cover in September 2011 (cf. National Snow and Ice Data Center, http://nsidc.org/arcticsaiceicenews). Global climate models project that the September sea ice cover in the Arctic will vanish within this century and that the Arctic Ocean will be subject to a
seasonal ice cover only (Stroeve et al., 2007). These rapid changes of the northern hemisphere sea ice are associated with an amplified surface warming in the Arctic and large-scale circulation changes (cf. Deser et al., 2000; IPCC, 2007). Figure 1.1(a) shows that the Arctic region is subject to the strongest global surface temperature increase during the period 1979 to 2010 (Hansen et al., 2010).

While in the Arctic sea ice is confined to a basin that is surrounded by continents, in the Southern Ocean it forms around the Antarctic continent in winter. This different orographic set up and a different climate regime lead to essentially different processes that are causing variations and long-term changes of the Antarctic sea ice. The strong winds over the Southern Ocean, the meridional change from the dominant westerlies to easterlies near the coast, and the cyclones that move over the sea ice covered ocean around the continent imply that the freely moving sea ice is subject to a strong drift and that changes in the dynamics might be important. The difference between the two hemispheres is also reflected in amplitude and period of the variability of the sea ice extent (Cavalieri et al., 1997, 2003). Further, in contrast to the northern hemisphere sea ice, the total sea ice extent of the Southern Ocean has been increasing significantly by 1±0.4% per decade in the period 1979 to 2006 (Cavalieri and Parkinson, 2008).

There has been a debate about the sign, magnitude, and accuracy of near-surface temperature trends over and around the Antarctic continent. This arises mainly from two problems to determine the trends: on the one hand, long-term and consistent measurements are scarce due to the extreme conditions, and, on the other hand, spatial and temporal temperature patterns are very complex as they depend strongly on the meridional heat transport and circulation changes. Whereas Doran et al. (2002) report an overall cooling trend over the continent between 1966 and 2000, Turner et al. (2002) state an overall slight but significant warming from 1958 to 2000. The regional inhomogeneity of the trends is pointed out by an analysis of station data by Turner et al. (2005) and by a study of Monaghan et al. (2008). Van den Broeke (2000a) highlights the connection between the circulation and the near-surface temperature trends as well as the role of sea ice for the temperature. When analyzing the effect of near-surface temperatures on sea ice, it should always be kept in mind that temperature is not an independent variable due to the feedback mechanisms with the sea ice described before. Figure 1.1(b) shows the Goddard Institute for Space Studies (GISS) analysis temperature changes over Antarctica and the surrounding ocean for the periods 1979 to 2010. It is apparent that there is no clear overall cooling trend that might explain the increasing sea ice cover of the Southern Ocean. A rather strong warming is present over West Antarctica and, especially, over the Antarctic Peninsula. A different period (1989 to 2006) of the same dataset is...
shown in figure 1.1(c). I will use this period throughout this thesis which is the reason why it is included here. The changes in this period have a very similar spatial pattern but are generally much weaker.

Variations of the Antarctic sea ice are very regionally confined. Consequently, they are usually assessed for five different sectors of the Southern Ocean defined by Zwally et al. (1983). These sectors are shown in figure 1.2 in green (Weddell Sea, Indian Ocean, Western Pacific, Ross Sea, and Bellingshausen and Amundsen Seas). Cavalieri and Parkinson (2008) report a positive sea ice extent trend for all sectors except for the Bellingshausen and Amundsen sector where a significant decrease of about $5.4 \pm 1.9\%$ per decade was determined in the period 1979 to 2006. The only sector with a significant increase of the other four is the Ross Sea. There, sea ice extent has a positive trend of about $4.4 \pm 1.7\%$ per decade. These regional trends also suggest that other factors than a large-scale near-surface temperature change (as it is the case in the Arctic) are responsible for the Antarctic sea ice changes.

Several authors have addressed the question why the Antarctic sea ice is increasing and what processes might cause its variations. Recently, Shu et al. (2011) claimed a regionally confined relation between the surface air temperature changes and those of the local sea ice concentration. Kwok and Comiso (2002b) showed that the temperature variations and trends, in turn, are strongly related to the Southern Annular Mode (SAM; also known as Antarctic Oscillation, AAO) and El Niño/Southern Oscillation (ENSO) which is most pronounced around the Antarctic Peninsula. Others directly relate the variability of the sea ice cover to the large-scale circulation and to SAM and ENSO signals. Teleconnections between the variability of SAM and ENSO have been related to regional variability of the sea ice cover (Carleton, 2003; Kwok and Comiso, 2002a; Yuan, 2004; Yuan and Martinson, 2000). Liu et al. (2004) state that this link is responsible for variabilities of the meridional heat flux in the Bellingshausen Sea which influences the sea ice cover. The overall sea ice variability shows stronger relations to the SAM signal than to ENSO.
in most regions (Lefebvre et al., 2004; Stammerjohn et al., 2008) because SAM explains large parts of the interannual climate variability over the Southern Ocean and Antarctica (Thompson and Solomon, 2002). Still, large parts of the Antarctic sea ice variability and the processes relating it to the atmospheric circulation remain unexplained.

Neither SAM nor ENSO explain the long-term increasing sea ice cover. Turner et al. (2009) hypothesize that the positive trend in the Ross Sea in autumn is caused by a stronger cyclonic activity in the Amundsen Sea. According to their model study the increasing cyclonic activity is related to the stratospheric ozone depletion. They suggest that the wind stress curl in this region might have increased which accelerated the Ross Sea Gyre. However, there is no evidence for such changes. By analyzing climate model data Wang and Meredith (2008) even showed that the response of the strength of the Ross Gyre to the wind stress is weak and it is mostly determined by upper ocean layer density gradients. A model study by Sigmond and Fyfe (2010), in contrast to Turner et al. (2009), postulates that the ozone depletion would, actually, cause a decreasing Antarctic sea ice cover and that the observed increase should be related to other processes.

There have also been other suggestions to relate the changes to the ocean. Jacobs et al. (2002) report a freshening of the Ross Sea since the 1960s due to increased precipitation and melting from the West Antarctic Ice Sheet which led to a more stratified upper ocean. This would imply a decreasing ocean heat flux which favors sea ice formation (Zhang, 2007).

In sum, there have been many attempts to explain trends and variabilities of the sea ice cover in the Southern Ocean. It is well-known that the sea ice and the related processes need to be assessed on a very regional scale and that trend patterns are very complex in time and space. As in-situ observational data is really scarce, most of the analysis is based on strongly interpolated observations, satellite data, and model studies. All studies consistently suggest that the atmospheric circulation around the Antarctic continent is the responsible external forcing for most of the sea ice variability and might also be responsible for the long-term trends. Many of the driving mechanisms of the internal variability, though, remain unclear. The lack of understanding of the role that the atmospheric circulation plays for the sea ice cover is also reflected in the large disagreement between the observed sea ice cover of the Southern Ocean and the one simulated by climate models (cf. IPCC, 2007). This motivates a further study of the Antarctic sea ice from a process based perspective, meaning to investigate changes and variations of the direct forcing terms that are responsible for sea ice formation and decay.

As the circulation over the Southern Ocean was found to be important for the sea ice, I will focus on the second described process of the sea ice formation related to the sea ice dynamics in this thesis. Further, I
will only consider the relation to the atmospheric forcing. In order to do so, it is important to study wind and temperature in the atmospheric boundary layer over the sea ice covered ocean and the processes that determine their evolution. The temporal and spatial variability of the boundary layer is caused by the differences in temperature and pressure in the atmosphere over the Antarctic continent, the sea ice, and the open ocean and by influences of the upper atmosphere. It is well known that temperatures over the Antarctic continent are extremely low and that near-surface winds, especially in coastal areas, can be very strong. In theory, dynamical processes in the Antarctic boundary layer are well known and have been studied for example by Ball (1960), Parish and Bromwich (1987), or van den Broeke and van Lipzig (2003a). I will provide an in-depth discussion of the theoretical processes in the Antarctic boundary layer in chapter 2.

The orographic set up of the Antarctic continent is very important for the distribution and characteristics of the wind and temperature regimes in the boundary layer. In figure 1.3 we can see the surface elevation of the ice sheets and mountains on the continent (a) and the corresponding slope of the terrain (b) (data from Bamber et al., 2009). The highest regions are the East and West Antarctic Ice Sheets and the two large mountain ranges, namely the Transantarctic Mountains and the Antarctic Peninsula that will be important to this thesis (see also figure 1.2). The mountains and the coastal regions clearly show the steepest slopes on the whole continent. These are also those regions where very strong winds are observed (e.g. Parish and Bromwich, 1987). Further, we can see the very flat ice shelves. The two largest ones that are very close to the mountain ranges mentioned before are the Ronne-Filchner and the Ross Ice Shelves that are also outlined in figure 1.2 in red. The continent that is subject to a very strong radiative heat loss in winter directly influences the boundary layer structure over the ice shelves and the coastal sea ice.

![Antarctic topography](a) and corresponding slope (b) with a horizontal resolution of 1 km (own illustration with data from Bamber et al., 2009).

In the course of my thesis I aim to identify the regions in which the strong winds around the Antarctic continent influence the sea ice dynamics considerably and where the momentum transfer from the atmosphere to the sea ice is important to the evolution of the sea ice. Further, I will assess to what extent the sea ice dynamics can explain the observed trends and variability of the sea ice cover and I will analyze the physical mechanisms behind this relation. Thus, I will attempt to reveal patterns of variability that indicate which processes in the atmospheric boundary layer are causing the variations of the sea ice. Thereby, I will evaluate the role that the cold air that originates from the near-surface atmosphere of the
Antarctic continental interior plays for the coastal boundary layer and the sea ice. Further, I will try to capture and quantify the important atmospheric forcing terms and their variability. Finally, I intend to explain how the regional dynamical impact of the atmospheric boundary layer on the sea ice is related to the large-scale circulation and the findings of other authors that I have described before.

In order to fulfill these goals, I have studied satellite data of sea ice concentration and motion in the period 1989 to 2006. This is only possible for the two dimensional sea ice fields as sea ice thickness data is currently not available over a long period of time and with a large spatial coverage. Nevertheless, this has no major drawbacks for my analysis as I am mostly interested in the spatial distribution of the sea ice. I will relate the sea ice to the near-surface wind and temperature by using output data from a regional atmospheric climate model. In chapter 3 I will describe these datasets, explain why I have decided to use them for this analysis, and discuss their accuracy and the implications that the choice of the data has on the interpretation of the results.

After providing the theoretical background (chapter 2) and the necessary information about the data (chapter 3), I will proceed with the main analysis. This comprises an evaluation of the surface energy balance, and the surface layer temperature and wind fields of the model simulation in chapter 4. Moreover, in that chapter I will attempt to distinguish the different forcing terms of the flow in the near-coastal atmospheric boundary layer and point out the role that topographic barriers and the accumulation of cold air play. In a next step, I will then describe the variability and trends of the observed sea ice cover and the transport in chapter 5. At this point I will also relate the sea ice dynamics to the sea ice cover on the one hand, and to the surface layer wind field on the other. Additionally, I will expand on the importance of wind-driven sea ice export out of certain regions and the associated open water areas for the sea ice cover. In the last part of the analysis (in chapter 6) I will present a regional assessment of the impact that cold air from the Antarctic continent has on sea ice dynamics and coverage with a main focus on the Ross and Weddell Seas. Throughout the whole thesis I will perform most analyses on a regional scale which will also express the complexity of the variability of the Antarctic sea ice and emphasize the different processes that are dominating the variability. Finally, I will summarize my findings and bring them into the context of the general discussion on Antarctic sea ice in chapter 7.
2 Theoretical Background

In this chapter, I will discuss the fundamental physical processes and dynamics, as well as their mathematical manifestations, that are substantial in the course of my thesis. These basic concepts will be extended in the following chapters. Beside giving insights into the theoretical background, I provide an overview of several fundamental publications that have a relevance for this topic. They cover general aspects of geophysical fluid dynamics and thermodynamics of the lower atmosphere and the sea ice.

Generally speaking, the lowest part of the troposphere is strongly influenced by the presence of the earth’s surface below it. This atmospheric boundary layer (ABL) is highly variable in time and space; Garratt (1994) explicitly defines it as “the layer of air directly above the Earth’s surface in which the effects of the surface (friction, heating and cooling) are felt directly on timescales less than a day, and in which significant fluxes of momentum, heat and matter are carried by turbulent motions on a scale of the order of the depth of the boundary layer or less.” Over the ice and snow covered Antarctic continent and its adjacent sea ice covered ocean, the influence of the surface is maybe even more pronounced than in any other region in the world. This is due to the steep coastal slopes, the prevailing extreme conditions and the strong gradients between the surface and the atmosphere. According to Stull (1988) the depth of the ABL varies between “hundreds of meters to a few kilometers.” In the mid-latitudes the diurnal variations in the boundary layer are very pronounced. In the polar regions, however, this variability induced by the solar forcing extends to strong inter-seasonal variations, meaning that differences between winter and summer months are distinct. Throughout this report I will mainly focus on variations that take place on even longer timescales, but it is also crucial to understand the principal concepts of the annual cycle.

First of all, I deem it necessary to understand the surface characteristics and the availability of the energy at the surface. Thus, the first part of this chapter (2.1) is dedicated to the general structure of the Antarctic ABL, to the underlying surfaces, and to their influence on the atmosphere. The main emphasis will be on the coastal continent and the surrounding ocean. One could roughly classify four major surface types in the Antarctic coastal areas: the open ocean, the sea ice covered ocean, the flat ice shelves, and the ice sheet escarpment zone. Owing to their surface characteristics, such as albedo and roughness, they have different influences on the boundary layer. Consequently, as I will explain, the ABL might be cooled from below by the ice and snow surface but might also experience heating over the open ocean.

In a second step (section 2.2), in order to investigate the influence of the near surface winds in the Antarctic ABL on the sea ice, I pursue to theoretically discriminate the factors that determine the wind field. Here, the flow that results from the surface characteristics, that are discussed in the first part of this chapter, will be deduced. Further, I will outline some special features of the flow that will be of major importance in the proceeding chapters. The local momentum balance might be influenced by a varying slope of the surface, the structure of the ABL, strong thermal gradients, large barriers such as mountain ranges, or the large scale circulation. Furthermore, the roughness of the surface and even the rotation of the planet can alter the wind field considerably. The detailed spatial structure and the temporal evolution of the Antarctic ABL and its dynamics will be treated in chapter 4. Here, I will only explain some rather schematic concepts.

In the third part of this chapter, I attempt to relate the atmospheric processes to the underlying sea ice. Thermodynamically, sea ice, as a very thin boundary layer (only 1 or 2 m thick) between the atmosphere and the ocean, is subject to growth and decay depending on the forcing. Then, from a dynamical point of view, sea ice will be discussed as an approximated two-dimensional continuum. I will formulate the basic momentum equation and expand on the different terms. Furthermore, I will touch upon the basic principles of sea ice modeling. Even though both, atmospheric and oceanic forcing mechanisms, shall be considered, I intend to put a focus on the interaction with the atmosphere as this is the aim of this thesis.
2.1 The Antarctic Atmospheric Boundary Layer over Snow, Ice and Ocean

Before I elaborate on the near-surface flow, some knowledge about the structure of the Antarctic ABL is necessary. The surface of the Antarctic continent is covered with snow and ice year-round. The ocean surface, on the contrary, is dominated by a seasonal sea ice cover in most regions. Exceptions are, for example, the south-western Weddell Sea and some other small coastal regions that experience a persisting ice cover even by the end of the Austral summer (February and March). These surfaces have a very strong effect on the amount of radiation absorbed by and emitted from the surfaces. The balance of the total amount of radiation absorbed by the surface \( R_{\text{net}} \), with radiative fluxes towards the surface defined as positive, is given by (van den Broeke et al., 2004, 2011):

\[
R_{\text{net}} = SW_{\text{net}} + LW_{\text{net}} = SW_{\downarrow} + SW_{\uparrow} + LW_{\downarrow} + LW_{\uparrow} = SW_{\downarrow}(1 - \alpha) + \varepsilon_s \varepsilon_{\text{eff}} \sigma T_s^4 - \varepsilon_s \sigma T_s^4,
\]

(2.1)

where \( SW \) and \( LW \) are the short- and longwave radiative fluxes respectively; the subscript \( \text{net} \) indicates the budget, and the subscript downward and upward directed arrows refer to the down- and upwelling fluxes respectively. The total shortwave flux can also be expressed as the downwelling shortwave radiation minus the amount that is reflected by the surface. This is given by the albedo of the surface \( \alpha \), where this albedo is defined as the fraction between the reflected and the downwelling flux \( (\alpha = |SW_{\uparrow}/SW_{\downarrow}|) \). Further, according to the Stefan-Boltzmann law, the absorbed longwave radiation by the surface is given by the product of the surface emissivity \( \varepsilon_s \) (which equals the absorptivity according to Kirchhoff’s law), the effective emissivity \( \varepsilon_{\text{eff}} \) of the atmosphere, the Stefan-Boltzmann constant \( \sigma \), and the fourth power of the effective atmospheric temperature (van den Broeke et al., 2011). Similarly, the emitted terrestrial radiative flux can be expressed using the surface temperature. I will discuss the single terms, that are schematically illustrated in figure 2.1, in the following.

As the shortwave radiation at very high latitudes is only available during a few months of the year, these terms are only of concern in summer. The amount of solar radiation that actually reaches the surface during these months is rather low due to the high solar zenith angle and, consequently, the long optical path through the atmosphere with a high extinction. Additionally, the incident radiation is absorbed and reflected by clouds, fog and water vapor. In general, there are more clouds over the surrounding ocean and the coastal ice shelves than over the slopes and the continent interior. Van den Broeke et al. (2004) describe the radiation balance from four automatic weather stations (AWS) along a transect from the coast to the plateau in Dronning Maud Land. Over the ice shelf in the coastal area they report a low total annual incoming solar radiation due to the thick overlying atmosphere and the high abundance of moisture and clouds which leads to a low transmissivity of the atmosphere. Cloud cover in these areas is also highly variable on short timescales. Further away from the coast, towards the interior of the continent, the overlying atmosphere gets thinner, and the absolute humidity and cloud cover decrease (van den Broeke et al., 2004). These effects lead to comparably less incident radiation reaching the surface over the ocean and the ice shelves than over the slopes and the continental interior (van den Broeke et al., 2004). In contrast, the latitudinal effect results in less downwelling shortwave radiation towards the continental interior.

At the surface, then, the amount of absorbed shortwave radiation depends on the surface broadband albedo (integrated over all wavelengths as albedo also depends on the wavelength). The albedo of the open ocean is about 0.06-0.07 (Brandt et al., 2005; Perovich, 1996), meaning that most of the incident radiation is absorbed by the water. In contrast, sea ice has a rather high albedo which varies depending on whether it is snow covered, bare ice or sea ice including melt ponds. Due to the crystal structure of snow and ice, the albedo of this surfaces is much higher whereas fresh snow might have an albedo of up to 0.9 (Kuipers Munneke, 2009; Wiscombe and Warren, 1980). As snow gets older, it changes its structure due to dry and wet metamorphism, and the albedo decreases (Kuipers Munneke et al., 2011). For old or melting snow the albedo might be as low as 0.7-0.75 (Kuipers Munneke, 2009). Clean and dry ice has an albedo between about 0.7 for white ice (Perovich, 1996) and 0.52-0.56 for blue ice (van den Broeke...
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Sea ice with melt ponds has an albedo between about 0.15 and 0.29 (Perovich, 1996). However, not only does the structure of the crystals itself change the surface albedo but also the solar zenith angle due to the strong forward scattering, any impurities in the snow or ice, and the cloud cover (Kuipers Munneke et al., 2011; Wiscombe and Warren, 1980). The latter leads to more diffuse radiation at the surface. These large ranges of the surface albedo, and the fact that only little amount of incident shortwave radiation is available, result in very strong effects on the amount of energy that is available at the surface.

Between the open ocean and the sea ice region there is a strong contrast of the albedo (cf. figure 2.1) which induces feedback mechanism that I will further discuss in section 2.3. Within the sea ice area, the amount of absorbed solar radiation is highly variable due to melt ponds, leads, and polynyas, but also differences in sea ice thickness and snow cover (King and Turner, 1997; Weller, 1980). Generally, the amount of absorbed solar radiation compared to the amount of incident radiation in the sea ice region strongly increases throughout the summer and reaches a maximum when almost all sea ice has melted. However, the amount of available radiation is already less toward the end of the summer which means that the maximum net absorbed radiation in this area will occur earlier in the season. The effect of the changing surface albedo also implies that the net shortwave radiation has a higher seasonality over the sea ice than over the open ocean (King and Turner, 1997; Weller, 1980).

In coastal areas, over the ice shelves, the cloud cover influences the albedo mainly in two ways: On one hand, they alter the incident solar zenith angle by increasing the diffuse fraction of the radiation, and, on the other hand, they lead to a shift in the spectrum towards the visible wavelengths (van den Broeke et al., 2004). The latter strongly increases the albedo in coastal areas and is not important in the higher regions towards the interior of the continent. Furthermore, snow metamorphism is faster in coastal areas where it is warmer. It might lead to a rapid decrease of the albedo in summer (van den Broeke et al., 2004). However, the precipitation rates are much higher along the coast as well. Additional fresh snow on the top of the snowpack strongly increases the albedo. Overall, these factors imply a, generally, decreasing albedo with an increasing distance from the coast towards the interior and decreasing albedo for all areas throughout the summer (van den Broeke et al., 2004). The variations in albedo are very pronounced along the coast because of varying weather conditions, whereas the higher areas are more influenced by variations of the solar zenith angle throughout the summer. Consequently, on average, not only is the available solar radiation higher in the upper regions of the ice sheet but also the absolute and relative absorbed shortwave radiation is higher. This makes the energy available at the surface of the ice shelves strongly dependent on the synoptic scale weather systems and sensitive to the shortwave radiation budget. The slopes and higher areas are more controlled by other factors that will be outlined in the following.

The downwelling longwave radiation depends mostly on the vertical temperature and moisture profiles but also on greenhouse-gas and aerosol concentrations. It varies strongly with cloud cover. A fully-cloud-covered sky with low clouds has an effective emissivity of up to 1.0, and for a clear sky it decreases to
about 0.5 (Stull and Ahrens, 2000), whereas clear sky emissivity varies considerably depending mostly on the atmospheric water vapor. As the atmosphere gets drier, colder, and thinner from the ocean to the continental interior, the clear sky emissivity decreases (van den Broeke et al., 2004). Additionally, the effective emissivity of the atmosphere over the ocean and the ice shelves is increased drastically by the presence of clouds. In general, the atmospheric effective emissivity increases with increasing temperature and moisture during summer. Hence, the highest values of downwelling longwave radiation are recorded in summer in coastal areas and the lowest values in winter over the continent (cf. figure 2.1; van den Broeke et al., 2004). It is of significance that the incoming longwave radiation over the ice shelves and the sea ice changes depending on whether the overlying air is cold and dry continental air or warm and moist maritime air.

The emissivity of a water surface is about one. This results in a very strong longwave emission of the ocean’s surface as its temperature is comparably high (at or above the freezing temperature). Fresh dry snow, however, has an emissivity of about 0.98, very close to the one of water (van den Broeke et al., 2011; Wiscombe and Warren, 1980). A bare ice surface and old snow have an emissivity of about 0.96 and 0.82, respectively (Stull and Ahrens, 2000). Due to these relatively high values of the snow and ice covered surfaces, the longwave emission is a strong function of the surface temperature. Consequently, over sea ice that mostly has a surface temperature only slightly below freezing, depending on the thickness of the ice, longwave emission is still relatively high (Weller, 1980). Over the ice shelves, it, then, decreases dramatically due to the lower temperatures (cf. figure 2.1). Surprisingly, when going further up the slope of the continent, the longwave radiative loss even increase again. This is related to strong winds over the slopes that, persistently, mix warmer upper air towards the surface.

During summer, in coastal areas, the net longwave radiation is mostly close to zero or slightly negative as the emission is mainly compensated by a high downwelling longwave radiation due to the relatively high atmospheric temperature and moisture and the frequent cloud cover at lower altitudes. In early winter, however, when there are large areas of open water or only a thin sea ice cover, the atmospheric temperatures are comparably low (far below freezing), and there is less cloud cover and humidity. Subsequently, the strong longwave emission leads to very negative values of the longwave budget (Allison, 1989; Weller, 1980). These negative values of the net longwave radiation might persist throughout the winter and are largest in regions that include large areas of open water in the sea ice (Allison, 1989; King and Turner, 1997). The overall lowest values over the continent - even though not as low as over the ocean - occur along the slopes that are subject to strong longwave emission and experience only little downwelling longwave radiation (van den Broeke et al., 2004).

In sum, the net surface radiation budget is positive over the ocean during summer, slightly less positive over the sea ice, and even smaller, but still positive, over the coastal continent. In wintertime the differences get larger and horizontal gradients in the budget increase because it is solely determined by the longwave fluxes. It is very negative over the ocean surface when sea ice builds and gets slightly less negative throughout the winter as the sea ice thickens. On the ice shelves it is slightly negative in winter due to the low surface temperature and it is strongly negative on the slopes. The total annual radiation budget over the Antarctic continent and the surrounding sea ice covered ocean is negative as the wintertime heat loss exceeds the positive radiation balance in summer (van den Broeke et al., 2004). In order to conserve the energy of this region, this also implies that there must be compensating heat fluxes to the overall surface radiative loss from other regions through the atmosphere and the ocean.

The strong radiative cooling of the surface, further, results in a strong temperature gradient to the upper ABL with very low temperatures at the surface and comparably higher temperatures aloft. As the temperature is depending on air pressure which decreases with height, it is common practice to use potential temperature ($\theta$) which is conserved for adiabatic motion to correctly analyze the vertical structure of the ABL (Stull, 1988). Potential temperature is, hence, defined as the temperature an air parcel would have at the surface reference pressure level ($p_0 = 1013.25$ hPa; Stull, 1988):

$$\theta = T(p) \cdot \left( \frac{p_0}{p} \right)^{\frac{R_d}{c_p}},$$  \hspace{1cm} (2.2)
where $T$ is the temperature at a certain pressure level, $p$ the pressure, $R_d (= 287.04 \, \text{J-K}^{-1}\cdot\text{kg}^{-1})$ the gas constant for dry air, and $c_p (= 1004.67 \, \text{J-K}^{-1}\cdot\text{kg}^{-1})$ the specific heat of dry air (Stull, 1988). The strongly positive lapse rate of the potential temperature implies a high static stability of the boundary layer which suppresses turbulence. However, if turbulent mixing towards the surface would not occur no heat could be transported vertically towards the surface and the surface temperatures would drop even more. This positive feedback on the atmospheric stability would result in a complete decoupling of the surface. Mahrt (1999) analyzed this case in detail and pointed out that the decoupling only occurs over short periods of time and in the absence of wind shear. In this case, there are very persistent winds over the cooling slopes that generate turbulence which compensates for the surface cooling. As I will examine in detail in the following section (2.2), the winds are strongly coupled to the cooling, and the induced turbulent mixing provides a negative feedback that compensates for the static stability. In terms of longwave emission, however, this mechanisms provides a positive feedback because heat is vertically mixed to the surface by turbulence which, in turn, leads to a higher longwave radiative emission.

The largest stability usually occurs just above the surface where the gradients are the largest (Stull, 1988). Figure 2.2 illustrates this. Gradients, then, decreases with height and at a certain point, the temperature inversion, the temperature lapse rate gets negative (but not the potential temperature lapse rate). The temperature inversion is often used as a measure of stability. However, there are other measures that might be more meaningful. If a constant potential temperature lapse rate ($\gamma$) is assumed well above the ABL in the free troposphere, this profile can be extrapolated to the surface according to (van den Broeke et al., 2002):

$$\theta_0(z) = \theta_0(z_0) + \gamma \theta_p \cdot z,$$

(2.3a)

where $\theta_0$ is the background potential temperature profile with height $z$ as vertical coordinate. Van Angelen et al. (2011a) outlined that for convenience the background potential temperature can also be depicted using pressure $p$ as a vertical coordinate for the extrapolation:

$$\theta_0(p) = \theta_0(p_0) + \gamma \theta_p \cdot p.$$

(2.3b)

The latter is used in this study. As $\theta_0$ hereafter might also be needed in terms of height, its vertical coordinate could be converted. This can be performed using the hydrostatic equilibrium that assumes the absence of vertical motion and is valid for the mean state (Cushman-Roisin and Beckers, 2011):

$$\frac{\partial p}{\partial z} = -\rho \cdot g,$$

(2.4)

where $\rho$ is the density of the air which one can calculate using the ideal gas law, and $g (= 9.80665 \, \text{m s}^{-2})$ the acceleration due to gravity.

As the largest gradient occurs just above the surface, the strength of the ABL stability can be expressed in terms of the surface potential temperature deficit ($\Delta \theta_s$) which is defined as the difference between the actual potential temperature and the extrapolated background potential temperature at the surface (van den Broeke et al., 2002). Figure 2.2 shows an arbitrary surface deficit of about -18 K. The profile of the potential temperature perturbation, that might as well be positive for an unstable stratification, is given by (van den Broeke et al., 2002):

$$\Delta \theta(z) = \theta(z) - \theta_0(z).$$

(2.5)

If this temperature perturbation is integrated vertically, one obtains the total temperature deficit layer (TDL) which is expressed by (van Angelen et al., 2011a; van den Broeke et al., 2002):

$$\hat{\theta}(z) = \int_z^h \Delta \theta(z) \, dz,$$

(2.6)

where $h$ is a rather arbitrary height that needs to be well above the TDL. In figure 2.2 the resulting
TDL integrated from the surface $\hat{\theta}_s$ is about -2.50 K km. It can be also seen that the height of the TDL does not necessarily coincide with the height of the temperature inversion. So this formulation of the total temperature perturbation in the ABL has the advantage to take a varying height of the TDL into account but also bares some problems that will be encountered in chapter 4. Moreover, in that chapter, I will treat the atmospheric profiles in the stable ABL further.

In geophysical fluid dynamics a common measure for the atmospheric stability is the stratification or Brunt-Väisälä frequency $N$ that is an expression for vertical oscillation (Cushman-Roisin and Beckers, 2011):

$$N^2 = -\frac{g}{\rho_0} \frac{d\rho}{dz},$$  \hspace{1cm} (2.7a)

where $\rho_0 (= 1.225 \text{ kg} \cdot \text{m}^{-3})$ is the standard density of air (Stull, 1988) and which is derived from Archimedes’ buoyancy principle. If it is positive, the vertical density gradient is negative, meaning that a fluid of larger density is below a lighter fluid, and the stratification is statically stable (Cushman-Roisin and Beckers, 2011). With the assumption of incompressibility and by using the ideal gas law and the definition of the potential temperature (eq. 2.2), $N$ can be expressed in terms of $\theta$ through (Cushman-Roisin and Beckers, 2011):

$$N^2 = +\frac{g}{\theta} \frac{d\theta}{dz}. $$  \hspace{1cm} (2.7b)

After having defined some useful concepts to analyze the ABL stability that is induced by the radiative surface cooling, I would like to draw the attention back to the surface. The preceding explications on the radiation budget demonstrated that it is strongly coupled to the surface temperature and that the amount of energy that it provides depends strongly on the albedo and the emissivity of the surface. This coupling of the surface temperature is also owing to the dry and cold conditions and the large amounts of air included in the uppermost snowpack, so that heat conduction is suppressed (van den Broeke et al., 2004). Nevertheless, there are other factors that influence the surface temperature and the amount of energy available at the surface for freezing and melting. The surface energy balance (SEB) in polar regions, with energy fluxes towards the surface defined as positive, is given by the following equation (van den Broeke et al., 2011, 2005):

$$M = R_{net} + SHF + LHF + G,$$  \hspace{1cm} (2.8)

where $M$ denotes the amount of energy available for melting which is zero if the surface temperature is
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below the freezing point over the continent. Over the ocean and the sea ice, however, $M$ is the energy flux for the freezing of the ocean water (van den Broeke et al., 2011). It should also be noted that the melting or freezing point of the sea ice occurs, due to its inclusion of salt, at a lower temperature. I will explain this further in section 2.3. Moreover, $SHF$ refers to the turbulent sensible heat flux and $LHF$ to the turbulent latent heat flux. $G$ stands for the subsurface conductive heat flux which is a ground heat flux over land and an ocean heat flux over water evaluated at the surface. The latter three terms and the total energy balance, resulting in melting or freezing, are briefly outlined afterwards. Figure 2.3 shows an approximated, schematic surface energy balance for the different regions. It is common practice to neglect the very small contribution of heat fluxes resulting from precipitation onto the surface (van den Broeke et al., 2011).

As the atmosphere at high latitudes is, compared to the ocean, rather cold throughout almost the whole year, the subsurface heat flux over the open ocean is positive and is a source of energy at the surface. It should be noted that the transport of heat from the ocean to the surface does not only take place through molecular diffusion, but rather through mixing (turbulent and buoyant; McPhee, 2008, 1992). Not much is known about the temporal and spatial variations of the ocean heat fluxes as measurements are scarce. For the purpose of the thesis, I deem it sufficient to consider the ocean as a source of energy. Over sea ice the subsurface heat flux decreases considerably with increasing ice thickness. Allison (1989) states that the subsurface heat flux over sea ice decreases drastically once the ice has grown beyond approximately 500 mm thickness. Heat is transported through the ice by conduction from the ocean to the surface. This term is positive everywhere on the sea ice throughout most the year (cf. figure 2.3). In later winter, when the sea ice is thick, it still has a large contribution to the SEB because of the large and persistent open water areas in the ice pack. An exception might occur during the melting season in areas with strong surface melting where it might, locally, turn negative due to a positive surface radiation budget. However, surface melting of the Southern Ocean sea ice is a rather minor factor (Andreas and Ackley, 1982). Vancoppenolle et al. (2009) estimated it to be only 5% of the total sea ice melt, whereas the rest occurs on the base. This would, in turn, mean that even in the melting season the subsurface heat flux over the sea ice is mostly positive. Overall, this positive subsurface heat flux over sea ice compensates for most of the radiative loss at the surface.

The ground flux over the continent, in contrast, is rather small. This is owing to the large air content of the snow that dampens heat conduction (van den Broeke et al., 2011). Heat conduction in snow and ice is a function of the temperature gradient between the subsurface layers and the surface. As shown in figure 2.3, it is slightly negative in summer when the surface warms due to a positive radiation balance and positive in winter when surface cools due to the longwave radiative heat loss. The only time that it might get large and important in the SEB is over short timescales when the surface over the slopes is cooling and it is not compensated by turbulent heat transport (van den Broeke et al., 2011), which I will discuss in the following.

![Figure 2.3](image_url)

*Figure 2.3:* Schematic view of the surface energy balance over the Antarctic continental slopes, ice shelves, sea ice, and open ocean for summer (red) and winter (blue).
Heat between the lowest part of the atmosphere and the surface is exchanged vertically. This exchange occurs due to a temperature and/or moisture gradient above the surface that is usually the largest very close to the surface. In order to compensate for the gradient, either latent or sensible heat is transported in two ways. These are molecular diffusion in a very thin layer just above the surface and (mechanical) mixing over a larger scale above the surface (Stull, 1988). As the latter is the, by far, larger term, both, molecular diffusion and turbulent mixing of heat, are commonly combined into the turbulent sensible and latent heat fluxes (hereafter SHF and LHF; van den Broeke et al., 2011). Mixing can be produced either by buoyancy in a statically unstable atmosphere due to a warmer surface or by turbulent motion in a dynamically unstable atmosphere due to wind shear (Stull, 1988).

Throughout the year over the open ocean, both, SHF and LHF, are negative and might be rather large (Weller, 1980). These fluxes compensate for the strong ocean heat flux and lead to a large production of turbulence. This also implies a heating of the ABL from below and, thus, a statically unstable atmosphere. It should be emphasized that the only places where an unstable atmosphere can be found during winter in this region is over the open ocean. Open water areas within the sea ice play a major role during winter. Weller (1980) argues that about 40% of the total heat loss from the surface in the sea ice region is due to the open water areas within the ice.

Open water areas are either polynyas (large and persistent open water areas in the ice) or leads (narrow, elongated and temporal open water in the ice; Barber and Massom, 2007; Wolfe et al., 2011). Leads form due to divergence of ice and refreeze shortly after their opening because of the strong heat loss of the surface. Those leads that form close to the coast and that come into existence through an opening of the sea ice forced by prolonged strong winds are called flaw leads (Barber and Massom, 2007). Flaw leads deviate from coastal polynyas as they occur irregularly in space and time. Polynyas, however, persist throughout most of the winter and might open and close several times in one season, but always return. They are classified either according to their location into shelf-water and deep-water polynyas or in terms of their characteristic energy exchange into latent heat and sensible heat polynyas (Barber and Massom, 2007).

Sensible heat polynyas occur mainly off-shore due to a large supply of heat from the lower ocean by vertical mixing (Barber and Massom, 2007). In these areas, usually, no sea ice is formed; it rather melts because of the heat supply from below that ensures the open water surface (Barber and Massom, 2007). Latent heat polynyas result from persistent winds or ocean currents and are mostly located in coastal areas (Barber and Massom, 2007). The wind driven polynyas are sometimes also referred to as flaw polynyas (Williams et al., 2007). Here, sea ice is continuously formed due to radiative and turbulent heat loss at the surface and is, subsequently, pushed out of this area again by the wind or the ocean current. This means that I will focus on the - according to this definition - latent heat polynyas that are responsible for sea ice formation. This definition can be somewhat misleading as over both types strong negative SHF and LHF occur due to the large gradients in temperature and moisture (Minnett and Key, 2007). Vertical mixing of heat over open water occurs due to both reasons, wind shear generated turbulence and buoyancy. Compared to the continent SHF and LHF over leads and polynyas are much larger throughout the whole winter and have a strong cooling effect on the surface (Minnett and Key, 2007). In coastal open water areas, where high wind speeds occur, largest negative SHFs are found. Open water areas do not only provide a heat flux to the atmosphere but also a moisture flux that enhances cloud formation (Barber and Massom, 2007).

Over the sea ice covered ocean the turbulent exchange might look very different. If the ice cover is still thin as in early winter, SHF and LHF are negative (Allison, 1989). However, in winter over thicker sea ice LHF becomes zero and SHF turns positive and provides a net source of heat for the surface (Allison, 1989). This can be explained by the fact that the surface cools to low temperatures due to the radiative loss and a decreased subsurface conductive heat flux due to the thick ice layer. In spring, the LHF is negative due to snow and ice sublimation (Allison, 1989). If the heat fluxes are averaged over a larger sea ice region in winter that includes open water areas, the overall turbulent heat flux is still very negative (Weller, 1980) depending on the amount of open water within the ice pack (cf. figure 2.3).

I have already stressed before that in the SEB over the Antarctic continent the positive turbulent heat
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flux, especially in winter, in form of sensible heat, is of great importance. The SHF generated by wind
shear over the slopes of the continent is the most important compensation for the radiative energy loss
(van den Broeke et al., 2005). It is strongest in winter and decreases towards the summer when the
longwave cooling decreases as well, and the vertical gradients in temperature decrease (van den Broeke
et al., 2004). In coastal areas, this effect is usually not as pronounced due to lower wind speeds and
less persistent winds. Why there is such a strong coupling between the radiative heat loss and the SHF
will become clear in the following section (2.2). During summer, SHF might also become negative due
to a positive radiation balance and lead to convection and a statically unstable ABL. The LHF over the
continent is only of minor importance to the SEB. In summer, it becomes slightly negative in most places
due to sublimation of snow. Even though this term is not that important in the SEB, it is a crucial factor
in terms of the surface mass balance of the ice sheet (Lenaerts and van den Broeke, 2011; Lenaerts et al.,
2011). LHF is, then, approximately zero in winter everywhere on the continent or is extremely small and
positive due to moisture deposition at the surface (van den Broeke et al., 2011, 2005).

Next to the sublimation, the surface mass balance of the Antarctic continent is influenced by surface
melt in summer in the coastal regions. In the SEB, it is only a small heat loss at the surface that is
triggered by the positive radiation balance (van den Broeke et al., 2005). If the melt flux temporarily
becomes a net gain of heat for the surface (SEB is negative), it is due to a refreezing of meltwater.

When discussing the ocean heat flux, I have already outlined that the surface energy flux due to melt
is rather small over the Antarctic sea ice as most of the melt occurs at the base. Over open ocean
areas, the net SEB is strongly negative during winter (Weller, 1980) which leads to freezing of the ocean
surface. The model study of Vancoppenolle et al. (2009) suggests that the freezing in open water areas
is as important as the freezing at the sea ice base in the sea ice mass budget and accounts for about 38% of
the total mass budget. If we reconsider that this heat loss is solely due to radiative cooling and a
negative SHF, this points to the importance of the atmosphere and the SEB in the sea ice budget which
I will reseize in section 2.3.

I have stressed that the immense surface cooling over the continent and the ocean or sea ice is compens-
sated by vertical downward mixing of heat in the ABL and by vertical upward mixing of heat over the
ocean. So, where does this heat come from? Van de Berg et al. (2007, 2008) used a regional atmospheric
climate model to estimate the heat budget of the lower troposphere and concluded that the heat loss
at the surface is compensated by large-scale horizontal and vertical advection of heat in winter which is
reduced in summer. Further, above the ABL over the continent large-scale subsidence occurs. This sub-
sidence which appears due to the surface cooling is enhanced by a divergent wind field over the continent
(van de Berg et al., 2008) which will be further explained in the following section (2.2). In the sea ice
areas the heat budget is to a large extent compensated from the deeper ocean which provides heat from
lower latitudes by large-scale ocean circulation.

To sum up, in the whole region, the surface albedo and emissivity were depicted to be the controlling
surface properties in the radiation budget. However, cloud cover and atmospheric humidity variations
lead to important differences between coastal areas and the inner continent. Over the continent the
longwave radiative cooling in winter and the compensating positive SHF are the key parameters in the
SEB. In the sea ice region both longwave cooling and the turbulent heat fluxes provide a net sink of
energy for the surface, where the open water within the sea ice is the important factor. This strong heat
loss in winter is compensated by the ocean heat flux and freezing of water at the surface.

I have described the radiation and SEB as forcing mechanisms for the stable ABL over the continent
and the sea ice, and outlined a few crucial parameters to analyze the vertical profile and the stability.
Further, it was mentioned that a statically unstable atmosphere can occur over large open water areas
during winter. The spatial distribution of the surface characteristics and related forcing mechanisms in
the ABL provide the source of the motion in the ABL that I will describe in the following sub-chapter.
2.2 Forcing Mechanisms of the Antarctic Atmospheric Boundary Layer Dynamics

In the introduction to this thesis I have indicated that over the Antarctic continent and along its coastal areas we find the strongest winds on Earth. A mean wind speed of 19 m s\(^{-1}\) from 1912-1914 at Cape Dension is highest ever measured (Parish, 1981). If one wants to understand these wind systems, one needs to examine the force balance close to the surface that accelerates the particles in the air. Forces in the ABL result from the strong gradients that I have explained in the previous section (2.1). These gradients exist very locally, for example, in a rather thin layer just above the surface, over larger distances such as from one side of the ice shelf to the other, or over largest distances for instance between the continent and the open ocean. The acceleration of a particle, according to Newton’s second law, results from the sum of all active and passive forces in the three dimensional space acting on the particles. The former terms are induced by horizontal and vertical pressure gradients and the latter by friction and the Earth’s rotation. If rotational effects were not included, one would speak of the general Navier-Stokes equations for momentum (Cushman-Roisin and Beckers, 2011). However, all large-scale processes taking place on Earth are influenced by its rotation and, hence, it needs to be included. Further, it is common practice to multiply the acceleration with the density instead of mass. The resulting momentum balance, however, is too complex to solve it for the variations in the flow. Some further simplifying assumptions are necessary that do not necessarily change the outcome very much.

One of the simplifications is the commonly used Boussinesq approximation. It assumes that the density of the fluid fluctuates around a mean state and that these fluctuations in the horizontal momentum balance are small compared to the value of the mean state (Cushman-Roisin and Beckers, 2011). It can be shown that it is a good approximation to neglect these fluctuations. In the vertical, however, one needs to account for the decreasing pressure with height that results from the negligence of vertical motion in the already formulated hydrostatic balance (cf. equation 2.4). The so-called Reynolds-averaging further simplifies the horizontal force balance by dividing the flow speed, again, into a mean state and a fluctuation, where the average fluctuation is zero by definition (Cushman-Roisin and Beckers, 2011). The fluctuations represent turbulence and might be merged with frictional terms (Cushman-Roisin and Beckers, 2011). One can also simplify the frictional terms by assuming horizontal homogeneity for the horizontal turbulence, which means that there is no horizontal divergence of momentum due to the turbulent fluxes (Stull, 1988). If some additional scaling analysis is performed, the following horizontal momentum equations in a Cartesian coordinate system result (van den Broeke, 2009a):

\[
\begin{align*}
x - \text{momentum:} & \quad \frac{du}{dt} = -\frac{1}{\rho} \frac{\partial p}{\partial x} + fv - \frac{\partial(w'w')}{\partial z}, \\
y - \text{momentum:} & \quad \frac{dv}{dt} = -\frac{1}{\rho} \frac{\partial p}{\partial y} - fu - \frac{\partial(v'v')}{\partial z},
\end{align*}
\]

where \(u\) and \(v\) denote the mean flow and the prime indicates the fluctuations around the mean. Further, \(f\) is the Coriolis parameter that is defined as \(f = 2\Omega \sin(\varphi)\) which includes the Earth’s angular rotation speed \(\Omega \approx 7.2921 \cdot 10^{-5} \text{ s}^{-1}\) and the latitude \(\varphi\) (Cushman-Roisin and Beckers, 2011). On the right-hand side the equations 2.9 consist of the already mentioned active forces which are the pressure gradient forces (PGF), and the passive forces that only act if motion is present which are the Coriolis force (COR) and the vertical divergence of momentum due to friction (FDIV). The derivative \(d/dt\), on the left-hand side, is the total or material time derivative which is defined as (Cushman-Roisin and Beckers, 2011):

\[
\frac{d}{dt} = \frac{\partial}{\partial t} + u \frac{\partial}{\partial x} + v \frac{\partial}{\partial y} + w \frac{\partial}{\partial z},
\]
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where $\partial/\partial t$ is the local time derivative and the latter three terms represent horizontal and vertical advection (hereafter ADVH and ADVV respectively) of the considered variable. Usually, compared to all other terms, vertical and horizontal advection of momentum in the Antarctic ABL are small (van den Broeke and van Lipzig, 2003a; van den Broeke et al., 2002).

The two horizontal momentum equations together with the vertical momentum equation, the continuity equation that conserves mass, and the energy equation (the latter three are not presented here) form a complete set of five equations for five variables ($u, v, w, p, \rho$) that could be solved if FDIV was neglected (Cushman-Roisin and Beckers, 2011). The fact that the inclusion of the frictional terms in equations 2.9 lead to a so-called “closure problem” ($u', v', w'$ are not defined) is one of the major challenges in ABL dynamics (Stull, 1988). I will further discuss this problem later in this section.

First, I would like to draw the attention to the active forces, the PGF terms, in the equations 2.9. As I have mentioned already, a horizontal pressure gradient in the ABL might result from different sources. If we are able to formulate the individual pressure gradients resulting from the main sources, we can discriminate the flow that arises from these gradients. The sum of all the PGFs from these sources should, then, result in the total PGF that we can detect. It is, however, rather likely that there will be small discrepancies between the sum of the individual forcing mechanisms and the total PGF due to either a wrong estimate of one forcing or to a completely different forcing that was not considered. These differences are also very useful as they allow us to evaluate the method and our knowledge of the Antarctic ABL. In the following, I will describe the main PGFs in the Antarctic ABL.

One main force, that is clearly important and seems to be a good start, is the influence of the background PGF on the flow in the ABL. It is associated with the large-scale circulation that is present above the ABL and would be dominant if the influences of the surface that alter the flow in the ABL were not present. Such a large-scale PGF in the ABL over Antarctica is, for example, given by the circumpolar vortex that is present due to the planetary temperature gradient induced by the solar radiation. Its influence on the surface layer is analyzed in detail by van den Broeke and van Lipzig (2002). In order to express the force balance of this flow, all forces in the momentum budget 2.9, except for the Earth’s rotation that definitely has an influence on the flow on such large scales, and the large-scale PGF, can be neglected. This results in a very simple balance between two terms which is commonly referred to as the geostrophic balance (Holton, 2004):

\[ x\text{-direction : } \frac{1}{\rho} \frac{\partial P_{LSC}}{\partial x} \approx fV_{LSC}, \tag{2.11a} \]

\[ y\text{-direction : } \frac{1}{\rho} \frac{\partial P_{LSC}}{\partial y} \approx -fU_{LSC}, \tag{2.11b} \]

where the subscript \text{LSC} indicates the large-scale contributions to the flow and pressure field in the ABL.

According to the geostrophic balance, the large-scale flow velocity is needed to determine the resulting PGF. In order to do that the so-called thermal wind relation can be applied which states that “[t]he geostrophic wind must have vertical shear in the presence of a horizontal temperature gradient” (Holton, 2004). The horizontal temperature gradient in the ABL that would be present without the influence of the surface was already approximated through the extrapolation of the background temperature profile to the surface by equation 2.3b. First, we assume that the large-scale flow is approximately in hydrostatic balance. Together with the ideal gas law (Stull, 1988) the hydrostatic balance (equation 2.4) can be rewritten as (Holton, 2004):

\[ dz \approx -\frac{1}{\rho g} \cdot dp = -\frac{R_d T}{g} \cdot \frac{1}{p} \cdot dp = -\frac{R_d T}{g} \cdot d \ln p, \tag{2.12} \]

which expresses the thickness of the layer between two isobaric surfaces with respect to the temperature of the corresponding layer. If we now differentiate the geostrophic balance with respect to pressure and use the hydrostatic balance, we get the thermal wind relation for the large-scale circulation (Holton,
Together with the equation 2.12 and the definition of the potential temperature (equation 2.2) this results in (van den Broeke et al., 2002):

\[
\begin{align*}
\text{x-direction :} \quad \frac{\partial U_{LSC}}{\partial \ln p} &= + \frac{R_d}{\bar{f}} \left( \frac{p}{p_0} \right)^{\frac{n_d}{c_p}} \frac{\partial \theta_0}{\partial y}, \\
\text{y-direction :} \quad \frac{\partial V_{LSC}}{\partial \ln p} &= - \frac{R_d}{\bar{f}} \left( \frac{p}{p_0} \right)^{\frac{n_d}{c_p}} \frac{\partial \theta_0}{\partial x}.
\end{align*}
\] (2.13)

If the flow well above the ABL is in geostrophic balance, these relations can be used to find the contributions of \( U_{LSC} \) and \( V_{LSC} \) to the total flow in the ABL by discretized step-wise downward extrapolation of the wind profile.

Next, I will analyze the flow generated inside the ABL. Gravity might accelerate the flow over a sloping surface due to a vertical buoyancy forcing which is referred to as gravity flow (Mahrt, 1982) or katabatic flow (Ball, 1956). This type of flow is very characteristic over the slopes of the Antarctic ice sheet. The strong radiative cooling over the slopes, as I have described in section 2.1, induces negative buoyancy which leads to a drainage of the cold air in a downslope direction. Moreover, the persistence of the longwave cooling over the slopes makes the katabatic forcing a very persistent term in the momentum balance. One of the first set of momentum equations that describe katabatic winds was developed by Prandtl (1942). He included the radiative cooling of the surface and vertical turbulent mixing of heat. Later, the equations were further developed to analyze the flow over the slopes of the Antarctic continent in all three dimensions with varying slopes, such as by Ball (1956, 1957, 1960) and Mahrt (1982). Parish (1984) and Parish and Waight (1987) performed numerical simulations to study the near surface flow over the continent. In the latest stage of advancement the momentum equations have been evaluated numerically with more realistic forcing terms from climate model data to estimate the contribution of katabatic winds in the ABL (van den Broeke and van Lipzig, 2003a; van den Broeke et al., 2002; Parish and Cassano, 2001, 2003).

In order to derive the PGF resulting from the negatively buoyant air, I, again, assume that the ABL is in approximate hydrostatic equilibrium and that the air is incompressible. Figure 2.4 schematically illustrates the case of a temperature perturbation over a slope with a constant thickness of the TDL (in blue). As the TDL is statically stable the lower layer has a higher density (\( \rho_2 \)) than the layer above (\( \rho_1 \)). The horizontal pressure gradient (\( P_{KAT} \)) can be expressed in terms of density using the hydrostatic balance (equation 2.4). As shown in figure 2.4, in a discretized manner, this results in the following pressure difference between the indicated points in the TDL:

\[
P_2 - P_1 = -g \cdot \Delta z^* \cdot (\rho_2 - \rho_1).
\] (2.14)

Here, I use the vertical coordinate \( z^* \) that is defined perpendicular to the surface and arises if one uses so-called sigma-coordinates that are terrain following (cf. section 3.1). Finally, the assumption of incompressibility together with the ideal gas law allow to express the density variations in terms of potential temperature variations in all three dimensions (van den Broeke, 2009b):

\[
\begin{align*}
\text{x-direction :} \quad \frac{1}{\rho_0} \frac{\partial P_{KAT}}{\partial x} &\approx -g \frac{\Delta \rho}{\rho_0} \frac{\Delta z^*}{\Delta x} \approx +g \frac{\Delta \theta}{\theta_0} \sin \alpha_x, \\
\text{y-direction :} \quad \frac{1}{\rho_0} \frac{\partial P_{KAT}}{\partial y} &\approx -g \frac{\Delta \rho}{\rho_0} \frac{\Delta z^*}{\Delta y} \approx +g \frac{\Delta \theta}{\theta_0} \sin \alpha_y,
\end{align*}
\] (2.15)

where \( \rho_0 \), in this case, is the density profile of the background and \( \alpha_x \) and \( \alpha_y \) are the angles of the slope in the respective direction.

The dependence of the katabatic flow on the sloping terrain that is expressed in equations 2.15 leads
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Figure 2.4: Schematic two-dimensional view of the generation of katabatic flow in a TDL with constant height (blue) and thermal wind due to a varying TDL height (red). Also shown is the effect of a barrier on TDL for example by coastal mountain range (orange). The TDL with an additionally large-scale flow towards the barrier is shown in green (own illustration; after van den Broeke, 2009b).

to a spatially inhomogeneous pattern of the cold air drainage. Parish and Bromwich (1987) simulated the katabatic flow over Antarctica and derived confluence zones in which the topographic setting favors the cold air flow. Ball (1960) outlined that the katabatic flow strengthens “to the east of a headland and in the western part of a bay” and visualized the effect with converging and diverging streamlines. He illustrates that this effect gets even stronger if there is a combination of consecutive headlands and embayments, and even a katabatic jet might form if the isohypses are distorted. Further, he investigates how a low pressure system off the coast affects the katabatic flow over a spatially homogeneous slope. He concludes that the flow will be stronger at the coast on the western side of the pressure trough and weaker to the east (Ball, 1960).

Further, an additional PGF might arise due to a varying height of the TDL which is illustrated in figure 2.4 in red. The acceleration of the flow that is induced by horizontal thermal gradients is, for instance, due to differential surface heating or a varying slope. If the pressure at point $P_2$ in the figure is considered and there is an additional layer of denser air with density $\rho_2$ above, the pressure in $P_2$ increases and the difference between $P_2$ and $P_1$ decreases. This difference can be taken into account by reformulating the relation 2.14 to:

$$ (P_2 - P_1) - P_3 = -g \cdot \Delta z^* \cdot (\rho_2 - \rho_1) + g \cdot h^* \cdot (\rho_2 - \rho_1). $$

The first term on the right hand side of this equation is the katabatic PGF that was already analyzed. Nevertheless, the second term is the PGF that reduces this gradient and is induced by the horizontal variation of the TDL. Even though both terms are related to horizontal temperature variations, the second term that is due to a change in the TDL will be referred to as PGF that induces thermal wind (THW). Hence, $P_3$ is now $P_{THW}$ and we can write the resulting PGF as it was performed in equations 2.15 for both horizontal directions (van den Broeke et al., 2002; Mahrt, 1982):

$$ x \text{-direction : } \frac{1}{\rho_0} \frac{\partial P_{THW}}{\partial x} \approx + \frac{g}{\rho_0} \frac{\Delta p h^*}{\Delta x} \approx - \frac{g}{\theta_0} \frac{\partial \Delta \theta h^*}{\partial x} \approx - \frac{g}{\theta_0} \frac{\partial \hat{\theta}}{\partial x}, $$

$$ y \text{-direction : } \frac{1}{\rho_0} \frac{\partial P_{THW}}{\partial y} \approx + \frac{g}{\rho_0} \frac{\Delta p h^*}{\Delta y} \approx - \frac{g}{\theta_0} \frac{\partial \Delta \theta h^*}{\partial y} \approx - \frac{g}{\theta_0} \frac{\partial \hat{\theta}}{\partial y}. $$

It should be noted that the temperature perturbation changes in the horizontal direction which is the reason to differentiate it with respect to $x$ or $y$. In the last step of these equations the vertically integrated temperature perturbation is used (cf. equation 2.6) as by Mahrt (1982). O’Connor et al. (1994) uses the height of the ABL in combination with the average ABL potential temperature and the potential temperature above the ABL to derive the PGF due to thermal gradients. From this procedure no vertical evolution of the thermal wind can be obtained and problems arise when defining the height of the ABL. This supports the choice of the integrated TDL to derive the thermal wind. Further, the THW has an opposing effect on KAT which means that the thickening of the TDL towards the coast decelerates the
flow.

An interesting case that might occur and influence the TDL is a coastal barrier, such as a mountain range, as it is illustrated in figure 2.4. However, the flow might also be blocked by a large-scale flow towards the ice shelf, for example by a low pressure system that moves in front of the ice shelf (not shown in the figure). If the cold air is drained from the slopes by katabatic winds, it can lead to cold air pooling on the ice shelf in front of the barrier (in orange in figure 2.4). This is the case if no additional gradient is present that exports the air from the ice shelf. As a result, depending on the thickness of the cold pool, the katabatic flow on the slope might be already decelerated further up-slope due to the TDL thickening and less cold air is drained. This effect implies a dynamical negative feedback. It is often observed that winds in Antarctica close to the coast suddenly cease (Ball, 1956). Usually such an event is associated with a jump in pressure that is related to a sudden change of the thickness of the TDL. The pressure jump can move up and down the slope depending on the pool of cold air. This case and the implications on the dynamic stability of the flow are analyzed in detail by Ball (1956, 1957). The TDL can also vanish if thick low clouds occur and strongly increase the downwelling longwave radiation.

Another important effect is the piling-up of cold air towards a barrier which leads to tilted isentropes and is induced by a large-scale flow perpendicular to the barrier. This case is illustrated in figure 2.4 in green. Because of the high stable stratification of the air, it can, usually, not cross the barrier (Schwerdtfeger, 1984). A measure of whether the air is able to cross the mountain or not is given by the Froude number (Cushman-Roisin and Beckers, 2011; O’Connor et al., 1994):

\[
Fr = U \left( gH \frac{\Delta \theta}{\theta} \right)^{-1/2} \approx \frac{U}{NH},
\]

(2.18)

where \( H \) is the scale of the height of the barrier and \( U \) the scale of the synoptic flow speed perpendicular to the barrier (O’Connor et al., 1994). The Froude number is usually used as an expression of the importance of the stratification on the flow. If it is below unity the kinetic energy of the air is not sufficient to cross the barrier (King and Turner, 1997). A height of the barrier of 2000 m, an average potential temperature of 260 K, and a deficit of 10 K, together with a flow speed of 10 m s\(^{-1}\) would already result in a Froude number of 0.36 (O’Connor et al., 1994).

The scale on which the barrier affects the flow can be given by the internal Rossby radius of deformation as distance perpendicular to the barrier (King and Turner, 1997; Overland, 1984):

\[
R_d = \frac{1}{|f|} \left( gH \frac{\Delta \theta}{\theta} \right)^{1/2} \approx \frac{NH}{f}.
\]

(2.19)

By using the above example the flow will be influenced by the barrier over about 200 km distance from the barrier. It should be noted that here \( H \) is rather the scale of the height of the TDL than of the barrier. This also implies that \( H \) is variable. The distance over which the flow in influenced by the barrier, hence, depends on the height of the TDL and the temperature deficit compared to the background.

The flow that is induced by such a barrier is referred to as barrier wind (Schwerdtfeger, 1984). It is a combination of a large-scale PGF and a thermal wind effect. As the air dams up on the windward side of the mountains, the pressure increases towards the mountains which induces a geostrophic flow parallel to the barrier with the barrier to its left (southern hemisphere; cf. figure 2.4). The sloping isentropes in the lower layers of the stable atmosphere are responsible for a low-level jet (Stull, 1988) that forms close to the barrier with a peak velocity a few hundred meters above the ground.

In association with such a barrier wind Schwerdtfeger (1984) explains a Föhner effect that occurs on the lee side of the mountain. The cold stable air is not able to flow over the barrier. However, the overlying warmer air is pushed over the colder layer and the barrier by the large-scale flow and descends on the lee side. Here, strong and rather warm winds can occur due to this Föhner effect at the same time as barrier winds occur on the windward side of the barrier (Schwerdtfeger, 1984).
Having discussed the PGFs in the momentum balance (equations 2.9), I will now assess the importance of the passive force which are the Earth’s rotational effects (COR) and the frictional effects (FDIV). I already assumed that the large-scale flow is in geostrophic balance. Nevertheless, also the flow in the ABL is influenced by the Coriolis force which can be shown using the Rossby number of the flow (Cushman-Roisin and Beckers, 2011; Mahrt, 1982):

\[ R_0 = \frac{U}{|f|L}, \]

where \( L \) is the horizontal length-scale of the flow. If the Rossby number is smaller than unity, the flow is considerably influenced by the Coriolis force. The winds that are generated over the continental slope are a phenomenon stretching over hundreds of kilometers. Assuming a wind speed of about 15 m/s and a length-scale of 100 km, the Rossby number is about unity. It implies that gusts with high wind speeds over short distances are not influenced and the persistent ABL winds over a larger distance are influenced by the Coriolis force.

In the previous section of this chapter (2.1), I have stressed the importance of the SHF to compensate the longwave radiative loss on the slopes of the ice sheet. Therefore, turbulent mixing of heat and momentum in the stable ABL that is induced by wind shear and surface friction is crucial if one wants to understand the ABL flow over Antarctica. The already mentioned closure problem induced by the FDIV term in the equations 2.9 can be approached in several ways using closure techniques based on parameterizations. At the surface in the stable ABL it is common to apply the Monin-Obukhov similarity theory (Garratt, 1994). The turbulent fluxes between the surface and the atmosphere are then parameterized using bulk transfer relations that relate the turbulent flux to the mean flow (Garratt, 1994). Assuming a logarithmic wind profile above the surface, the wind speed becomes zero at a certain height that is referred to as the aerodynamic roughness length (Stull, 1988). This surface characteristic can, then, be used to define a neutral drag coefficient that solely accounts for surface friction. Further, the flow stability is considered as well by implementing a stability parameter that depends on the aerodynamic roughness length and on the so-called bulk Richardson number (Garratt, 1994). In conclusion, the turbulent exchange in the surface layer depends on the dynamic stability and the roughness length. Above the surface layer, usually, first order closure procedures are applied that use the gradient of the quantity and an exchange coefficient that again depends on the stability of the flow.

The surface roughness influences the turbulent exchange in a way that, if the surface roughness is small, turbulent exchange is small. In terms of the turbulent heat flux this means that the static stability of the atmosphere is larger (Reijmer et al., 2004). In this case, the turbulent flux of momentum is also reduced which leads to higher wind speeds and a smaller dynamic stability. Vertical diffusion of momentum (FDIV), thus, increases if the dynamic stability of the atmosphere decreases.

All the discussed PGFs together with the Coriolis and frictional terms can now be used to explain the wind field over the Antarctic continent and the surrounding ocean. In chapter 4, I will proceed to analyze these terms in a quantitative fashion. I have pointed out how important the topography is in terms of the generation of the flow but also in consideration of spatial variations of the strength of the flow in the horizontal and vertical directions due to topographic patterns. In the following, I will now explain how the momentum and energy balance (section 2.1) influence the growth, decay and transport of sea ice around Antarctica.

### 2.3 Forcing Mechanisms of Sea Ice Formation and Transport

Around the Antarctic continent a rather thin layer of sea ice forms throughout the winter at the interface between the cold atmosphere and the relatively warmer ocean. Atmosphere and ocean exchange momentum, heat, and moisture through this interface and its evolution is coupled to the strength of these fluxes. Here, I will discuss in detail how the exchange between atmosphere and sea ice takes place and how the sea ice responds.
Since the ocean in the polar regions has a salinity of about 35 psu, the freezing temperature of the water is about -1.86°C (Eicken, 2003). Once the water surface has cooled to this temperature, so-called frazil ice is formed. This consists of small, needle-like ice crystals that float at the surface (Wolfe et al., 2011). When water freezes, salt that was embedded in the molecular structures is released into the ocean. This, however, implies a negative feedback on the freezing process as the release of salt increases the salinity of the water just below the ice and, therefore, lowers the freezing temperature. After the formation of frazil ice the consecutive ice growth can evolve in two ways depending on whether the ocean surface is rough or calm. In the first case, the ice accumulates into circular disks because of the frequent collisions between the ice patches. This type is referred to as pancake ice which is, then, depending on wind and waves, colliding further. Rafting and ridging might occur that thickens the ice and forms a closed ice surface (Wolfe et al., 2011). In case of calm waters, the frazil forms a thin film called grease. If the growth continues and an ice surface is formed, this type of ice is called nilas (Wolfe et al., 2011). At last, a closed ice sheet, congelation ice, that is the result of this type of growth is characterized by a rather smooth surface and bottom (Wolfe et al., 2011).

The growth of sea ice during a season when sunlight is still available is enhanced by a positive feedback mechanism owing to changing surface properties. In section 2.1, I have already mentioned the large difference between the albedo of sea ice and the one of open water. If sea ice forms, the surface albedo is increased considerably which means that the surface is cooling much faster than before and the ice formation is enhanced. This positive feedback is referred to as the ice-albedo feedback (Curry et al., 1995; Eicken, 2003). Not only does the feedback enhance ice growth but it also accelerates ice melt in spring when the albedo of the surface is lowered due to the open water surfaces within the ice. Curry et al. (1995) and Notz (2009) also discuss the influence of the ice-albedo feedback on the sea ice cover under long-term changing climatic conditions.

Returning back to the sea ice formation, the salt that is extracted from the water when it freezes is rejected into the water below as so-called brine. However, the exclusion of the salt from the crystals should be regarded as a continuous process that depends on the temperature. Brine is also enclosed in sea ice and forms brine pockets. Hence, sea ice consists of two phases and components: A solid fraction that is pure freshwater ice and a liquid fraction, the brine. For this reason sea ice is also referred to as a mushy layer (Feltham et al., 2006).

There are five major processes how brine is released from the sea ice (Notz and Worster, 2009). One of them, that was already mentioned, is the direct segregation into the water below as so-called brine. However, the exclusion of the salt from the crystals should be regarded as a continuous process that depends on the temperature. Brine is also enclosed in sea ice and forms brine pockets. Hence, sea ice consists of two phases and components: A solid fraction that is pure freshwater ice and a liquid fraction, the brine. For this reason sea ice is also referred to as a mushy layer (Feltham et al., 2006).

From all these considerations, it can be concluded that growth and melt of sea ice do not only depend on the temperature but are also related to the salinity. Further, the temperature at which sea ice freezes and melts changes due to the salinity in time and space. Small variations in temperature, usually, lead to a change between the solid and the liquid fraction within the ice but do not disintegrate the ice. Internal processes in sea ice are related to the profile of salinity and temperature. Thermodynamically, they alter the heat capacity and, accordingly, the heat content of the ice and are crucial for its growth and decay (Hunke et al., 2011; Notz and Worster, 2006). I will not further discuss these issues as only a basic understanding of the thermodynamics of sea ice is necessary in this thesis.

Nevertheless, in terms of sea ice formation it is important to consider the evolution of the ice thickness that depends on the sea ice thermodynamics. Once sea ice is formed its thickness changes continuously. Heat, that is provided by the ocean heat flux, is conducted through the ice and released to the atmosphere at the surface. This transfer depends on the properties of the ice, the thickness of the ice, and the
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Simplified, the rate of change of the sea ice thickness can be expressed using Stefan’s law (Notz and Worster, 2006):

$$\frac{\partial h}{\partial t} = \frac{Q_i}{\rho_i L_i},$$  \hspace{1cm} (2.21)

where $h$ denotes the ice thickness, $\rho_i$ is the mean ice density, $L_i$ ($\approx 300$ kJ kg$^{-1}$) is the latent heat of fusion for sea ice, and $Q_i$ is the heat flux in the ice (Notz and Worster, 2006). The heat flux in the ice can be related to the temperature gradient and the ice thickness by (Eicken, 2003):

$$Q_i = -k \frac{T_{\text{top}} - T_{\text{bottom}}}{h},$$  \hspace{1cm} (2.22)

where $k$ is the heat conductivity of the ice, and $T_{\text{top}}$ and $T_{\text{bottom}}$ are the temperatures at the surface and the base respectively. The former can be obtained from the surface energy balance (Eicken, 2003).

This set of equations is a zero-layer sea ice model that was developed by Semtner (1976) and is a very simplistic approach that neglects many important processes of sea ice thermodynamics. Still, it is used in many current climate models and leads to large inaccuracies (Semtner, 1984). More complete, but also more complex, formulations are given by the one-dimensional model of Maykut and Untersteiner (1971) and the three-layer model suggested by Semtner (1976).

If only the thermodynamic growth of sea ice would be considered, the sea ice around Antarctica would only grow to a maximum thickness of about 0.7 m (Haas, 2003). However, the sea ice thickness can vary considerably and it can be far larger than the previously mentioned value. Another important process that needs to be considered is the accumulation of snow on the sea ice. Vancoppenolle et al. (2009) suggest that it makes up to 25% of the total wintertime sea ice mass budget in the Southern Ocean.

Moreover, if we consider sea ice to be a fluid, momentum can be transferred from the atmosphere and the ocean to the sea ice and mechanically redistribute it. Sea ice can break up into single pieces, ice floes that eventually collide and, by rafting and ridging, and form pressure ridges (Haas, 2003). This process is schematically illustrated in figure 2.5. Thorndike et al. (1975) formulated an ice thickness distribution theory in which they define an ice thickness distribution function $G$ that changes in space and time. The ice thickness distribution is determined by ice advection, thermodynamic growth and decay, and mechanical processes. These factors result in the following equation (Thorndike et al., 1975):

$$\frac{\partial G}{\partial t} = \nabla \cdot (\bar{u} G) - \frac{\partial (\Phi G)}{\partial h} + \psi,$$  \hspace{1cm} (2.23)

where $\bar{u}$ is the ice motion in both horizontal directions, $\Phi$ is the thermodynamic growth rate, and $\psi$ is the mechanical redistribution function. The latter must conserve the total ice area and the volume per unit area (Thorndike et al., 1975). It is related to internal ice stresses and represents ridging processes. The nabla operator ($\nabla$) denotes $\partial / \partial x + \partial / \partial y$ of the product which translates to the advection and divergence of a certain thickness distribution.

Nevertheless, I will not further elaborate on the ice thickness distribution in the course of my thesis but it is important to notice that sea ice dynamics play an important role for the local sea ice thickness. Mechanical redistribution of sea ice does not only affect the thickness distribution but it also is important to create open water areas in which new frazil ice can be formed and continuously exported. Such regions can be very important in terms of sea ice production throughout the winter as sea ice is formed quickly and efficiently over the cooling ocean surface. In sum, sea ice dynamics are important to assess where regions of diverging and converging sea ice occur (cf. figure 2.5). Divergence can be associated with open...
water formation and frazil ice production, and convergence indicates areas where the sea ice is dense and becomes thicker due to rafting and ridging.

Even though sea ice consists of single ice floes, leads, and polynyas in reality, the simplifying assumption that it is a two dimensional continuum on a large scale is a useful approximation to analyze the sea ice dynamics (Coon et al., 1974). The momentum balance of sea ice is given by (Coon et al., 1974; Hibler III, 1979):

\[
\begin{align*}
\frac{du}{dt} &= -g \frac{\partial \eta}{\partial x} + fv + \frac{1}{m} \left( \tau_{a,x} + \tau_{w,x} + \frac{\partial \sigma}{\partial x} \right), \\
\frac{dv}{dt} &= -g \frac{\partial \eta}{\partial y} - fu + \frac{1}{m} \left( \tau_{a,y} + \tau_{w,y} + \frac{\partial \sigma}{\partial y} \right),
\end{align*}
\]

where \( \eta \) is the sea surface height, \( f \) is the Coriolis parameter, \( m \) is the mass of snow and ice per unit area, \( \tau_{a} \) and \( \tau_{w} \) are the wind and ocean current stresses (cf. figure 2.5), and \( \sigma \) is the internal stress tensor. The advective terms contained in the total time derivative on the left-hand side of the equations are usually much smaller than the other terms and, therefore, are negligible (Oberhuber, 1993). Generally, as in equations 2.9 in section 2.2, we can distinguish between active and passive forcing terms. The passive terms are the internal stress and the Coriolis force. The active terms could be further classified into external forcing mechanisms by the atmosphere and the ocean. However, it should be noted that the terms of surface tilt and ocean current stress are not solely ocean forcing terms but are, in turn, influenced by the atmosphere. The surface tilt, for example, is related to the atmospheric pressure distribution. The only pure atmospheric forcing term is the wind stress \( \tau_{a} \). I will treat these forcing terms in the following.

The term that is of major interest in this project is the wind stress. It represents the interaction between the ABL dynamics and the sea ice momentum balance. There has been a strong debate about the importance of the single terms in the momentum balance (Hunke and Dukowicz, 1997; Parkinson and Washington, 1979). Coon (1980) states that wind stress is the dominating external force in the balance. Thorndike and Colony (1982) confirm that this is valid on shorter timescales from days to months as they found out that in the central Arctic Ocean about 70% of the total variance of the ice drift is explained by the geostrophic wind. However, they also concluded that on longer timescales winds and ocean currents are about equally important. According to a scale analysis by Rothrock (1975b), the forcing by wind and ocean currents is by far the largest. If we consider that there are large regional and hemispheric differences in the wind field and the ocean currents, the different opinions on the importance of the external forcing terms are not surprising. The importance of the wind stress in several regions of the Southern Ocean will be further discussed in chapters 4 and 6.

The momentum transfer from the atmosphere to the sea ice can be expressed in a vector notation using...
the quadratic drag law (Coon, 1980; Parkinson and Washington, 1979; Thorndike and Colony, 1982):

$$\mathbf{\tau}_a = \rho_a C_d |\mathbf{U}| \mathbf{B}_a \mathbf{U},$$

(2.25)

with the rotation matrix

$$\mathbf{B}_a = \begin{bmatrix} \cos \alpha & -\sin \alpha \\ \sin \alpha & \cos \alpha \end{bmatrix},$$

(2.26)

where $\rho_a$ is the density of air, $C_d$ is the atmospheric surface drag coefficient, $\alpha$ is the rotation angle, and $\mathbf{U}$ is the wind velocity in both horizontal directions. Whereas Coon (1980), Hunke and Dukowicz (1997) and Parkinson and Washington (1979) use the geostrophic wind velocity, Thorndike and Colony (1982) take the difference between the geostrophic wind velocity and the ice velocity. Hibler III (1979) explains that it is a good approximation to just use the geostrophic wind because it is several orders of magnitude larger than the ice velocity. Parkinson and Washington (1979) apply a constant drag coefficient of 0.0024, whereas Overland and Davidson (1992) point out that it is rather a function of sea ice roughness length and surface layer stability, and that sea ice drift is very sensitive to this parameter.

According to the Ekman theory the surface drift current in the southern hemisphere is directed 45° to the left of the wind (Ekman, 1905). However, Hunkins (1966) reports that this relation does not hold for sea ice where the turning angle is much smaller. The absolute value of the rotation angle depends on the structure of the ice pack and the internal and lateral stresses. Parkinson and Washington (1979) use a mean value of 20°; Thorndike and Colony (1982) find an average rotation angle of 8° from buoy drift in the Arctic Ocean and report a strong variation depending on the season; and Kottmeier et al. (1992) find a good agreement with measurements from buoys in the Weddell Sea for an angle of 20° in winter and 40° in summer. Overland and Davidson (1992) conclude that the turning angle also depends on the atmospheric stability and might vary, therefore, by up to 15°. In conclusion, the total wind stress term is very much dependent on local properties of the ice and the structure of the atmospheric surface layer, and can vary considerably from one region to the other according to the surface drag and the rotation angle. This supports the hypothesis that the dynamical influence of the atmosphere on sea ice is dominating the variability in some regions but is less important in others.

If the stress exerted by the ocean currents was assessed, a similar approach to the relation 2.25 could be used. However, in this case it is important to use the difference between the geostrophic current velocity and the sea ice because their order of magnitude is similar (Hibler III, 1979). I will not further expand on this topic here as it is not part of the analysis. A detailed discussion of the momentum transfer between ice and ocean is performed by McPhee (2008, 1975). It should be kept in mind that the variability of the ocean current stress acts on much longer timescales than the variability of the atmospheric wind stress.

The remaining active term in the momentum balance, that has not been discussed yet, is the acceleration of the sea ice due to a tilted ocean surface. This forcing term is usually much smaller than the wind and ocean current stresses (Hunke and Dukowicz, 1997). The dynamic topography of the ocean influences the sea ice momentum on rather large spatial and temporal scales. However, Heil et al. (2008) report a strong response of the sea ice motion to tidal influences on a sub-daily timescale.

Next, I will briefly describe the passive force exerted by internal sea ice stress. If the ice consists of single separated floes, as it might occur in summer, most of the sea ice motion can be explained by just the wind and ocean current stresses because the ice floes can move freely (Coon, 1980). In a dense ice pack, however, internal stress divergences cannot be neglected and the sea ice rheology plays a crucial role in the momentum balance (Coon, 1980). In order to understand the formation of open water areas in the ice pack, it is crucial to know when the ice is deformed sufficiently so that it breaks. Therefore, sea ice can be considered as an elastic-plastic material (Coon et al., 1974; Rothrock, 1975a). It elastically stretches under the influence of a certain stress and returns to the previous state when the stress is released. If the deformation exceeds a certain value, the sea ice deforms irreversibly (Feltham, 2008). In the case that the stress exerted gets really large, the sea ice might break. A detailed description of sea ice rheology is given by Coon et al. (1974) and Feltham (2008).

In order to provide a simple approach to model the internal stresses and deformation of sea ice, Hibler III
(1979) suggests a nonlinear viscous-plastic rheology. By replacing the elastic yield behavior with a viscous formulation, he achieved to make sea ice models computationally more efficient. This approximation is valid with respect to average deformation rates over a large area and long timescales (Feltham, 2008). The viscous-plastic method is implemented in most current coupled climate models that include sea ice dynamics (Hunke and Dukowicz, 1997). It simulates the mean sea ice drift reasonably well but also implies several drawbacks as it is not able to accurately simulate convergence and divergence. In several regions, and especially in the Southern Ocean, this might result in an underestimation of open water areas that are crucial for sea ice formation. An even more computationally efficient method that is able to resolve convergence and divergence of the ice is given by Hunke and Dukowicz (1997). They formulated an elastic-viscous-plastic model that is based on the original formulation by Hibler III (1979), but includes terms that introduce some elastic behavior. Recent progresses in sea ice modeling support the choice of an elastic-viscous-plastic model (cf. Bouillon et al., 2009; Vancoppenolle et al., 2009).

In sum, the atmospheric wind stress is a dominant term in the sea ice momentum balance that induces sea ice drift and can lead to strong redistribution of sea ice. The internal stress, a passive force in the momentum balance that is only active when acceleration is present, results in deformation of sea ice. This is an important characteristic as divergence causes the ice to break up and form open water areas under sufficiently large internal stress.

Moreover, I have outlined that the surface energy balance at the atmosphere-ocean interface triggers sea ice growth in the open water areas. Consequently, a strong wind stress over the sea ice that breaks it up and forms open water areas together with a heat loss of the surface, present a combined effect of sea ice dynamics and thermodynamics that results in a very efficient sea ice production process. I have not mentioned yet that this processes is very self-sustainable in two ways. Firstly, in terms of thermodynamics, it is more efficient to form sea ice in open water or under a thin ice cover than at the base of an existing thick ice pack because, as the heat conductivity depends on the ice thickness, the ocean water loses its heat faster. Secondly, from a dynamical point of view, thin ice breaks up again more easily than a thicker ice pack because the internal deformation and the critical stress depend on the ice thickness. These mechanisms, however, do only apply if a persistent wind forcing and supply of cold air or radiative cooling is present.

In section 2.1 I have already mentioned the importance of open water areas and the formation of frazil ice in these areas in the total sea ice mass balance of the Southern Ocean. In addition to the estimate that was given by the model study of Vancoppenolle et al. (2009), ice core analysis in the Ross and Amundsen Seas by Jeffries et al. (1997) and Worby et al. (1998) confirm that about 45% of the sea ice originates from frazil ice formation in open water. Accordingly, one would expect a strong dynamic and thermodynamic atmospheric influence on the sea ice variability in these regions.

I showed in section 2.2 that strong katabatic winds can occur in coastal areas that provide a substantial and persistent wind stress on the sea ice. However, due to the opposing THW forcing they usually cease within a short distance from the coast. There are other wind systems such as the described barrier winds that can be characteristic for certain areas and have a much larger scale influence in an off-shore direction than the katabatic winds and might have an important impact on the sea ice.

Consequently, after discussing the underlying datasets for this analysis in chapter 3, I will proceed to analyze these winds in chapter 4, describe the variability of sea ice formation and dynamics in chapter 5, and finally focus on the interaction in chapter 6. In this chapter I have intended to focus solely on the physical processes that form the background understanding of the variabilities and interactions that I analyze in this thesis. I will give statistical methods and further definitions that are necessary for the analysis at a later stage.
3 Data & Model Description

Before I proceed with the analysis, a detailed description of the data sets that I included in this study and a motivation why I used them in this case is necessary. Generally, in order to investigate the impact of the atmospheric boundary layer dynamics on sea ice, one needs two different kinds of data: atmospheric fields such as wind, temperature, and pressure on one hand, and sea ice cover and motion on the other hand. There are several options that all have advantages and disadvantages which should be evaluated depending on the application. Therefore, it is necessary to note under what circumstances and assumptions a certain dataset can be used and how the retrieval of the data set might influence the results and their interpretation.

The formerly mentioned atmospheric data set already bears a rather large challenge because observational data over the Antarctic continent and the Southern Ocean are, due to the harsh conditions and the lack of population, scarce. Moreover, I would prefer highly resolved data in space and time in all three spatial dimensions in order to analyze the boundary layer processes in detail. Such an observational data set, however, is impossible to obtain. Many studies that have been performed so far use reanalysis data which has the advantage of a consistent time series with a large spatial coverage. Nevertheless, some of the major disadvantages, in terms of this project, are the rather coarse horizontal resolution of the reanalysis data which is, depending on the dataset, between 1.125° and 2.5°, and their large uncertainties in the polar regions which is, among other reasons, again due to a lack of observational in-situ and satellite data. A further option for the analysis is to use data that is provided by simulations with a regional climate model (RCM). These kinds of models have several advantages that are preferable for this study such as a high resolution, three dimensional fields of all needed meteorological variables and consistency in space and time. As polar regions have gained higher attention in the past decade due to rapid climate changes, the understanding of physical processes in these regions have increased rapidly and, therewith, the level of complexity of these processes in the RCMs. However, these data also implicate several drawbacks and major differences to observational data that one should consider and which will be mentioned in section 3.1. At that point I will give a detailed description of the model itself and its output data.

In terms of sea ice, the options of databases to consider are less. In-situ measurements of sea ice are used mainly for local studies or model and satellite validation purposes. Complex sea ice models that resolve and include all the processes that I require for my analysis are still in a premature state and not yet coupled to regional ocean and atmospheric models. Sea ice cover in reanalysis data is usually the same data as the originating satellite data but on a coarser grid which implies several problems due to the grid interpolation in coastal regions. There, important structures of the sea ice such as the alteration of open water and closed sea ice cover are not resolved. Because of these reasons, most studies rely on satellite data that are available at a rather high resolution since the early 1970s and with major improvements in quality since the late 1970s. Preprocessed data of sea ice concentration that was derived from the passive microwave brightness temperature is provided by several institutions and I will discuss it in section 3.2.

For the targeted investigation of the dynamical implication of the lower atmosphere on sea ice, it is, further, necessary to have information about sea ice motion. One of the first records of sea ice motion resulted from the famous drift of Fridtjof Nansen and the ship Fram that drifted across the Arctic basin, while frozen into the ice, between 1893 and 1896 (Comiso, 2009). Similar to the ship one can deploy buoys into the ice and record their tracks to get an indication of the sea ice motion. This kind of data, again, is scarce in the Southern Ocean and not beneficial for this project. Instead, I use a data set derived from satellite recordings that provide high spatial and temporal coverage. This, again, preprocessed and provided motion vectors will be treated in the third part of this chapter.

The last part (3.4) is dedicated to a synchronization of the different datasets in space and time. This includes data assimilation and grid interpolation as well as some of the consequences that one should consider for the analysis and the interpretation.
3.1 The Regional Atmospheric Climate Model RACMO2.1/ANT

In the introduction to this chapter I explained my motivations for drawing on output data from a regional climate model in this project. Furthermore, it should be mentioned that this is a purely atmospheric RCM, called RACMO2.1 (Regional Atmospheric Climate Model, version 2.1). This model version was originally developed at the Royal Netherlands Meteorological Institute (KNMI) by van Meijgaard et al. (2008) and later adapted at the Institute for Marine and Atmospheric Research Utrecht (IMAU) for the application to polar regions. This includes, for example, the implementation of a multi-layer snow scheme (Ettema et al., 2010, 2009). The simulation of the present day climate, that I rely on here, was performed over the Antarctic continent and the surrounding Southern Ocean with RACMO2.1/ANT (hereafter the abbreviation RACMO refers to this version of the model) by Lenaerts et al. (2011).

Generally, when using data produced by a climate model, one should be aware of the essential difference to observational data and that, in this case, reality is approximated by applying knowledge of physical processes and local surface properties that change the state of the current conditions in time and space. If the climate system and its investigated variability is described by model data, it is assumed that the simulation is reflecting the reality accurately enough to resolve the investigated processes. A model calculates from an initially deployed state at a certain location and time a new state of the system at the next timestep, for instance, six hours later, by solving a set of partial differential equations numerically. These equations are based on principal physical laws of conservation of mass, heat and momentum. A so called prognostic variable, such as temperature, changes from one state to another depending on other variables and external forcing mechanisms, such as solar radiation. Other variables that are not a function of time but only depend on the current state are called diagnostic variables.

The set of equations in RACMO consists of two major parts; those formulations dealing with physical processes and those that treat the model atmospheric dynamics. The former is based on the description by the European Center for Medium-Range Weather Forecast (ECMWF, cycle 23r4 and partly updated to cycle 28r1; cf. van Meijgaard et al., 2008). A detailed description of the physical processes involved is given by White (2003). Nevertheless, the dynamical core is provided by the formulation of the High Resolution Limited Area Model (HIRLAM, version 6.3.7; cf. van Meijgaard et al., 2008). At this point, I do not deem it necessary to provide any further details on these formulations.

Any numerical climate model solves partial differential equations based on a discretization in space and time. Therefore, it is necessary to choose a certain spatial resolution and size of the timestep, where one depends on the other in order to guarantee numerical stability. However, there are three major reasons that formulations of physical processes need to be replaced by empirical functions that simplify the reality. This is either the case if a process is too complex and too computationally expensive to be fully calculated, if a process takes place on a smaller scale than resolved by the model, or if the exact physical formulation is unknown. Certainly, these so called parameterizations incorporate the risk that - since they are based on measurements at a certain place and time - they might not be valid with the same parameters in another climatic regime. As this version of RACMO relies on parameterizations that were adjusted to employ on Antarctica and under current climate conditions, its output data within this period and spatial domain should represent reality very closely.

One further artifact that comes along with a model, and which I should mention at this point, is uncertainty induced by model tuning. This is a widely applied technique to adjust for model biases. Certain parameters are changed in such a way that the final simulations better match with the observations, even though the parameters do not correspond to the empirically retrieved values any longer. Usually, tuning is performed to account for underrepresented physical processes and should be handled carefully and should be considered in the interpretation. Again, it might be questionable whether a strongly tuned model is able to represent reality at a different time and location.

In the horizontal plane, as displayed in figure 3.1, the model consists of 262 and 240 grid points in the models x- and y-direction respectively, whereas it is centered at the South Pole (90° S; Lenaerts et al., 2011). As one can observe in figure 3.1 the x-y-plane of the model is rotated by 10° to the east with respect to the central meridian (0° longitude). Positive x- and y- directions are defined to the right and
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**Figure 3.1:** RACMO2.1/ANT horizontal grid and coastline on a polar stereographic projection with domain corner points in red (coordinates listed in Table 3.1) and a transect along the y-direction center line in green of which figure 3.2 shows the vertical profile.

The grid is quasi-rectangular (Lenaerts et al., 2011), meaning that due to the bent Earth surface the grid cells are deformed towards the boundaries of the domain. On the other hand, towards the middle they get rectangular which is the aim of the application of such a grid in this case. As longitudinal bands converge towards the pole, the grid was constructed for practical reasons over the equator (grid center) where the longitudinal spacing is more regular. The grid at this location then has a horizontal resolution of 0.25° in both directions. Hereafter, the grid is moved over the pole. That also implies that the spacing in the y-direction (former meridional) is actually constant, with a value of about 27.8 km, and the one in the x-direction varies between a maximum of about 27.8 km at the central row to corresponding minimum values of about 24.1 km at the lower and upper most rows.

In order to gain numerical stability in models dealing with advective processes, it is necessary to consider the dimensionless Courant-Friedrichs-Lewy (CFL) criterion which is calculated according to the ratio of timestep (Δt) times the propagation speed (U) of the process to the horizontal grid size (Δx; Cushman-Roisin and Beckers, 2011):

\[
CFL = \frac{U \Delta t}{\Delta x}
\]  \hspace{1cm} (3.1)

If the CFL criterion exceeds one, the solutions get unstable (Cushman-Roisin and Beckers, 2011). This means that always both, horizontal and temporal resolution, have to be increased or decreased simultaneously. The timestep for which the RACMO solutions were found to be stable and which has been used is 600 seconds (J. Lenaerts, personal communication). For the maximum CFL criterion of one this would result in a a resolution of flow speeds with a maximum of just above 40 m/s. If very strong wind speeds occur due to storms, for example, and the model gets unstable, it recalculates the current month of the simulation using a lower timestep of 450 seconds (J. Lenaerts, personal communication). The model
output timestep is, then, every three hours.

A staggered grid has been used for the simulation, meaning that scalar data values (e.g. temperature, pressure, etc.) are evaluated in the grid cell center, whereas vector quantities, such as wind, are computed on the grid cell interfaces. In order to map the data throughout this thesis, I interpolated all data to the grid cell center and plotted them on a polar stereographic projection (cf. figure 3.1).

Table 3.1: Geographical coordinates of the four corner grid points in the quasi-rectangular RACMO2.1/ANT domain.

<table>
<thead>
<tr>
<th>Corner point</th>
<th>Longitude</th>
<th>Latitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>lower left</td>
<td>126.8630° W</td>
<td>46.7492° S</td>
</tr>
<tr>
<td>lower right</td>
<td>147.0578° E</td>
<td>46.9198° S</td>
</tr>
<tr>
<td>upper left</td>
<td>33.4259° W</td>
<td>46.9022° S</td>
</tr>
<tr>
<td>upper right</td>
<td>53.2309° E</td>
<td>47.0738° S</td>
</tr>
</tbody>
</table>

Figure 3.2 shows a vertical profile of the model domain along a central transect indicated in figure 3.1 (in green). It includes the average vertical model grid, the topography, and the average isobars. The model has a total of 40 vertical atmospheric levels, but here, for illustration purposes, I only displayed the lowest 30 layers. The highest layer (level 1) is at an average altitude of about 29 km above sea level and the lowest layer (level 40) is, on average, about 8.6 m above the surface. As the levels are irregularly spaced and the lowest kilometer of the atmosphere alone consists of 12 levels, it is possible to study boundary layer processes in detail. This type of a vertical coordinate system is referred to as hybrid sigma-pressure levels (Lenaerts et al., 2011). In the lower layers, as one can see in figure 3.2, the isobars intersect with the topography which would be an undesired effect of a coordinate system that has pressure as a vertical coordinate. Instead, sigma coordinates with a constant reference surface pressure ($p_{\text{ref}} = 1013.25$ hPa), that are defined as $\sigma = p/p_{\text{ref}}$, are used for the lowest model layers (Holton, 2004). This has the advantage that the lower layers follow the surface terrain closely. Higher up in the atmosphere the levels gradually adjust to the isobaric surfaces which makes the combined system to a hybrid sigma-pressure system (Lenaerts et al., 2011). One should keep in mind the structure of the vertical grid when analyzing and interpreting the model output.

Figure 3.2: RACMO2.1/ANT vertical hybrid sigma-pressure grid (lowest 30 layers) with model topography (gray) and pressure (in color) along the transect outlined in figure 3.1 in green.

In figure 3.2 the model topography along the transect already showed that the topography of the
Antarctic ice dome is well represented in the model. Besides, in chapter 2.2 I emphasized how important the topography for the near surface wind field is over the continent. Figure 3.3(a) exhibits the topographic set up in the model which is adapted from a digital elevation model (DEM) that is provided by Liu et al. (2001) and has an original horizontal resolution of 5 km (J. Lenaerts, personal communication). As the model only resolves orographic variations on a scale of about 27 km, subgrid-scale variations are considered by assigning a orographic variance to each grid point that is derived from the higher resolution DEM and is presented in figure 3.3(b). Orographic variance is mainly important for gravity wave drag. At this point it should be noticed that the DEM in RACMO is not the newest available and should, probably, be replaced for future simulations by the updated version of Bamber et al. (2009) which has a horizontal resolution of 1 km (cf. figure 1.3). Lenaerts et al. (2011) evaluated that there are major local differences in the surface topography between these two DEMs that in turn might affect the accuracy of the wind field.

At the lateral boundaries the model was forced with ECMWF reanalysis data (ERA-Interim) every six hours with a horizontal resolution of 1.5° from the year 1989 to 2009 (Lenaerts et al., 2011; Simmons et al., 2007). The simulation was initialized by using fields from preceding test simulations (J. Lenaerts, personal communication). Sea surface temperature and sea ice cover at the ocean surface as well as implications of the chemical composition in the atmosphere on the radiation are prescribed by ERA-Interim forcing over the whole period. The atmospheric interior and the snow model on the land surface evolve freely within the domain. Over the Antarctic continent the ERA-Interim data shows several important advantages in comparison to its preceding, but still widely used, version ERA-40. Among these are a higher horizontal resolution, reduced errors in the stratosphere and in the hydrological cycle over Antarctica, several updated atmospheric and surface processes, as well as a new treatment of the bias corrections (Lenaerts et al., 2011; Simmons et al., 2007). Consequently, by inducing the model forcing at the boundaries and simulating the interior domain with a high resolution, this dataset provides the desired information about the climate over Antarctica from 1989 to 2009.

RACMO, in a former version, has already been deployed for many studies over Antarctica; for instance
by van de Berg et al. (2006, 2007) and van den Broeke and van Lipzig (2002, 2003b), just to name a few. The overall goal of the adaptation of the model to polar regions is to get estimates of the ice sheets surface mass balance (SMB; e.g. by van de Berg et al., 2005; Lenaerts et al., 2010; van Lipzig et al., 2002). The atmospheric boundary layer momentum budget over Antarctica, for which I mainly aim to use the model data here, has been studied with an older version of the model already extensively by van den Broeke et al. (2002) and van den Broeke and van Lipzig (2003a). Recently, several parameterizations have been updated or newly developed in order to increase the complexity and physical realism of the model. Some major changes and adaptations are an updated description of the roughness length for momentum and heat (Reijmer et al., 2005, 2004), a new formulation of the albedo parameterization (Kuipers Munneke et al., 2011), an updated snow model (Ettema et al., 2010), and an implementation of a snowdrift scheme (Lenaerts and van den Broeke, 2011; Lenaerts et al., 2011, 2010). Further, a time-dependent firn densification is included in the model in the upper five to ten meters (Lenaerts et al., 2011). Some of these changes that might affect an alteration of the boundary layer momentum budget will serve as discussion points in the following.

In chapter 2.2 I pointed out the importance of the roughness lengths of momentum ($z_{0m}$), heat ($z_{0h}$), and moisture ($z_{0q}$) in terms of the boundary layer dynamics. The modeling of the roughness length requires attention in particular when considering that the here analyzed coastal regions are the areas of highest orographic variations. In this case, the newest version of the model includes some major changes. It was stressed by van den Broeke et al. (2002) that the old formulation of the roughness length led to a strong underestimation of wind speeds in areas with a rough topography and an overestimation of the turbulent fluxes. In that former version the aerodynamic roughness length was set to a constant value of 1 mm over snow surface and on top of that subgrid-scale orographic variations were added. This implied that, in a region of high orographic variations, values of $z_{0m}$ were unrealistically high which is mainly due to the fact that, in reality, it is more influenced by smaller scale obstacles than by mountains (Reijmer et al., 2004). Moreover, $z_{0h}$ and $z_{0q}$ were set equal $z_{0m}$ which explains the overestimated turbulent exchange in these regions. Consequently, this unrealistic data points had to be excluded from the analysis.

This overestimation of the aerodynamic roughness length and the according underestimation of the wind speed due to a higher friction in RCMs over Antarctica in general are investigated in detail by Jourdain and Gallée (2011). They used a formulation of $z_{0m}$ that, similar to RACMO, had a base value for snow covered surfaces and a superimposed subgrid-scale orographic roughness. Subsequently, they performed two experiments in the area of the Transantarctic Mountains, one with a rather rough and another with a rather smooth subgrid-scale orography, and compared the resulting wind speed, pressure, and temperature to observational data. The case where a rather rough terrain was imposed resulted in a strong underestimation of the wind speed, especially in the glacial valleys. In the latter simulation with a smoother terrain, and a total value of $z_{0m}$ that is very close to the base value of snow, the winds in the glacial valleys were slightly overestimated but comparably much closer to the observations (Jourdain and Gallée, 2011).

In the new formulation $z_{0m}$ is again set to a constant value of 1 mm over snow surfaces. The orographic correction, however, has been restricted and does not apply in this high resolution simulation. This can be seen in figure 3.4(a) which shows the average simulated July $z_{0m}$ (1989-2009) and where it is 1 mm almost everywhere over the continent. According to the analysis by Jourdain and Gallée (2011) this should produce more realistic results but it should be kept in mind that wind speeds in the really rough terrains, such as the Transantarctic Mountain valleys and in some areas of the Antarctic Peninsula might be overestimated. A more complex formulation of $z_{0m}$ might be desired if one would like to study the glacial katabatic winds in the Transantarctic Mountains, for example. Here, however, I perform a larger scale analysis and a slight overestimation might be even in favor of compensating for underestimated wind speeds due to unresolved slopes (Reijmer et al., 2004). Over areas that are not covered by snow, the original formulation as described by van Meijgaard et al. (2008) is applied. This is the case over the open ocean (low values) and the sea ice covered region (low to intermediate values) that is partly covered by snow and also includes open water areas (cf. figure 3.4(a)).

Additionally, $z_{0h}$ is then an empirical function of $z_{0m}$ and the wind speed and is about one order of
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Figure 3.4: Simulated average July roughness length for momentum (a), heat and moisture (b) over the period 1989 to 2009.

Magnitude smaller than $z_{0m}$, and $z_{0q}$ is set equal to $z_{0h}$ (Reijmer et al., 2005). Andreas (1987) originally formulated this surface renewal model to estimate the roughness length over sea ice. However, it was shown that it also works reasonably well over the Antarctic continent (Andreas, 2002; Reijmer et al., 2004). Figure 3.4(b) illustrates the strong dependence of $z_{0h}$ and $z_{0q}$ on the wind speed. The highest values are found along the Transantarctic Mountains, the western Ross Ice Shelf, Victoria Land, western Marie Byrd Land, the Antarctic Peninsula and the Filchner Ice Shelf. Over the rather gradual slopes of the escarpment zone in East Antarctica values are rather low. The sea ice covered ocean shows intermediate and the open ocean low values. The detailed structure and the generally lower values of $z_{0h}$ and $z_{0q}$ compared to older formulations in the model are large improvements and more realistic. Reijmer et al. (2004) showed that this gives a much better correspondence of the turbulent fluxes with observed estimates. Overall, the changes in $z_{0h}$ influence the wind speed only slightly due to the high stability of the atmosphere (Reijmer et al., 2004).

Another progress that influences the here considered processes is the implementation of a new albedo parameterization by Kuipers Munneke et al. (2011). Whereas the preceding parameterization was based on the snow density, the new version relates the albedo to the size of the snow grains. Therefore, a so called effective snow grain size has been implemented as a prognostic variable. As the scattering of the incident radiation on the snow grains depends on their size and shape, this parameterization induces a higher degree of physical realism. Further, a correction for cloud optical thickness and solar zenith angle have been added to the retrieved base values. Model validation at the Neumayer station showed that the old formulation overestimated the shortwave radiation considerably which is not the case in the new version (Kuipers Munneke et al., 2011). This has, in the first instance, strong impacts on the surface temperature but also on the atmospheric stability and the wind field over the continent. If the surface temperature is lower in the new formulation, the atmospheric stability increases. This might, in turn, lead to a stronger gravitational forcing of the surface wind field (cf. chapter 2.2). However, slightly enhanced wind speeds would, then, increase the production of turbulence in form of an increased downward sensible heat flux which results in a decrease of the stability. Accordingly, the adjustment of the surface albedo triggers a negative feedback mechanism on the atmospheric stability and effects on the wind speed are
expected to be minor. The largest changes due to this progress probably occur in coastal regions where the strongest variations in snow pack take place.

The newly incorporated snowdrift routine by Lenaerts et al. (2011) includes transport and sublimation processes due to drifting snow and are important parameters when estimating the SMB of the ice sheet. Especially, sublimation influences the atmospheric surface layer, in particular, in coastal regions. Major changes occur in the humidity profile and in the latent heat flux. Furthermore, also the surface temperature slightly increases locally and weakens the atmospheric stability when snowdrift is included in the simulation. However, the effects on the wind speed in turn seem to be minor (Lenaerts and van den Broeke, 2011).

In order to check the assumption that the model simulates all investigated processes to a satisfactory degree and performs reasonably one can compare the results to observations. Reijmer et al. (2005) concluded from a comparison with several automatic weather stations (AWS) and balloon soundings that the model performs reasonable in terms of wind speed when the new formulation of the roughness length is applied, and shows major improvements compared to reanalysis data. The simulated near-surface wind field, that I investigate here, was evaluated by Lenaerts et al. (2011) using 115 stations in mainly coastal and a few continental locations. After omitting several stations in the Transantarctic Mountains, at Cape Dension, and close to Law Dome that showed strong deviations due to a complex topography, a good agreement with the modeled wind speed was found (Lenaerts et al., 2011). It was further deduced that the model underestimates very high wind speeds. Recent investigations showed that this can, to a large extent, be explained by effects induced by the horizontal resolution of the topography and locally underestimated slopes (personal communication J. Lenaerts). A direct comparison of modeled and observed wind speeds, however, is rather incompatible as wind has a strong local influence and might show large variations over short spatial and temporal scales.

The boundary layer momentum budget has successfully been derived and explained with the current version of RACMO over Greenland with a horizontal resolution of 11 km by van Angelen et al. (2011a). This indicates that it is an adequate tool to analyze the boundary layer over Antarctica as well. Further, van Angelen et al. (2011b) related variations in the momentum budget to the Fram Strait sea ice export and showed that RACMO is applicable to study the atmospheric forcing of sea ice transport mechanisms in detail. This, again, provides confidence to use RACMO output data in this study.

For this thesis I made use of the three dimensional modeled fields of temperature, pressure and wind, primarily, and further processed them as I will describe in chapter 4. In several cases also other variables such as radiation or turbulent fluxes have been considered. All these output data are stored by the model in a ASIMOF-GRIB format (van Meijgaard et al., 2008). This special format originates from the HIRLAM consortium. Several FORTRAN 90 routines are available to convert the data into a text format or to read and write variables from and into these files for further processing. The variables are stored for each timestep according to ECMWF convention with a unique identity number, the type of the vertical grid, and the vertical level number.

Finally, it should be mentioned that even though the ERA-Interim sea ice concentration fields, that are given in the simulation as a boundary condition, are available, I do not utilize them in this study. The reasons for this will be discussed in the following section.

### 3.2 Sea Ice Concentrations from Passive Microwave Satellite Data

Sea ice concentration is not directly measured from space by remote sensing. Instead, the most common technique is to retrieve the emitted electromagnetic radiation from the earth’s surface at a microwave wavelength, ranging from about 1 mm to several meters, through polar orbiting satellites. This approach benefits from the dielectric properties of the sea ice. Because of the crystal structure of the ice, it emits at a different wavelength than the unfrozen ocean which makes them differential (Comiso, 2009; Wolfe et al., 2011). The final composite of these multichannel passive-microwave sensors is referred to as radiometric brightness temperature (Cavalieri et al., 1999; Comiso, 2009). The advantage over other techniques is
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that clouds or the availability of sunlight do not play a large role and data can be retrieved year-round. In contrast, the amount of energy emitted at such long wavelength is rather low which means that photons have to be collected over a large area and uncertainties are larger (Comiso, 2009; Wolfe et al., 2011).

The dielectrical properties of fresh and ocean water are rather well known and spatially very homogeneous (Comiso, 2009). Sea ice characteristics in the uppermost layer that is sensed by the satellite, however, are affected by the different crystal structures of either pure ice or snow covered ice and by the inclusion of brine and air pockets in the ice (Comiso, 2009; Comiso and Nishio, 2008). This makes sea ice a very inhomogeneous surface in space and time. An area that is dominated by a seasonal ice cover for instance has very different properties than one that is mainly covered by multi-year ice. Accordingly, there are even inter-hemispheric differences that need to be considered when analyzing the satellite data (Comiso and Nishio, 2008).

Further, the measured brightness temperature is also influenced by other factors such as a blurry contrast between land, ocean and sea ice due to the coarse resolution which is referred to as land-to-ocean spillover (Cavalieri et al., 1999). It might be that accidentally the, mostly ice covered, land influences the sea ice signal and leads to errors along the coasts. Also weather effects as cloud water, water vapor, wind speed and atmospheric temperature have a considerable influence on the brightness temperature and need to be taken into account (Cavalieri et al., 1999).

Finally, all these issues are considered in computer algorithms to retrieve sea ice concentration (the fraction of the image that is covered by sea ice) from the brightness temperature (Comiso, 2009; Comiso and Nishio, 2008). Currently, there are many different algorithms available that process the brightness temperature to sea ice concentration. Among the most widely used are the datasets obtained from the NASA Team algorithm and the Bootstrap algorithm that were both programed at the NASA Goddard Space Flight Center (GSFC; Comiso, 2009). There are major differences between the algorithms, especially in the way that thin ice areas and coastal regions are treated and they all have their advantages and disadvantages that are not further discussed here (Parkinson and Comiso, 2008; Screen, 2011).

Nevertheless, there are other methods to retrieve sea ice cover from space, even though they include major drawbacks. One drawback is to measure the electromagnetic radiation emitted in the infrared wavelength passively. The cold surface of the sea ice covered ocean can be well distinguished from the warmer ocean surface. This method, though, is restrained by the cloud cover which also emits at these wavelength and the melting conditions in spring and summer when the melt water on top of the ice has about the same temperature as the ocean (Comiso, 2009; Wolfe et al., 2011). Moreover, it is possible to study sea ice in the visible wavelength where, again, the strong contrast between the weakly reflecting ocean surface and the sea ice with a high albedo is the essential property. Alongside with the same disadvantages as for the infrared wavelength, this approach is also limited to the time of the day and the year when sunlight is available which makes it rather impractical to use in polar regions (Comiso, 2009; Wolfe et al., 2011). Thus, all these additional methods are not useful to construct a long-term time series of sea ice but are essential for validation, short-term, or smaller scale studies and are complementary to passive systems.

An approach that increasingly gained attention in recent years is the active remote sensing method to retrieve, for instance, sea ice thickness. So called synthetic aperture radars (SAR) enable someone to distinguish thick and thin ice. The most recent satellite system, CryoSat-2, is used to retrieve ice thickness by calculating the freeboard (ice and snow above the sea level) with dual frequency Doppler radar altimetry (Comiso, 2009). Further, laser altimeters such as ICESat are used to detect the freeboard by measuring the return signal of the laser pulse (Comiso, 2009; Wolfe et al., 2011). As I mentioned earlier sea ice thickness is not included in this project, because existing data records are insufficient in terms of temporal coverage and reliability.

As I indicated in the previous section (3.1) the ERA-Interim data for sea ice, as it is incorporated in RACMO, seems not suitable for this project. This is because of two major reasons; one being issues introduced by the comparably low resolution of the original ERA-Interim data and the other being the restricted domain covered by RACMO (cf. figure 3.1).
Figure 3.5 compares the ERA-Interim data on the model grid (in red) to two other estimates of monthly total Antarctic sea ice area anomalies (cf. box 5.1). One of them (in blue) shows the climatology that was derived from passive microwave satellite data by Stroeve and Meier (1999, updated 2011) at the NASA GSFC and is provided by the National Snow and Ice Data Center (NSIDC). It is based on brightness temperature measured by the Special Sensor Microwave/Imager (SSM/I). In this case I take this dataset as a reference climatology and it will be further needed in chapter 5.1. Moreover, the sea ice covered area calculated from the same underlying satellite data, but interpolated onto the RACMO grid, can be seen in the figure in green. A description of this dataset, its retrieval, and the instrument will follow subsequently. All anomalies are defined with respect to the average annual cycle of the period 1989 to 2007 of the SSM/I dataset on the RACMO grid. The ERA-Interim data has been adjusted with the average annual cycle of the difference between ERA-Interim and the SSM/I data.

<table>
<thead>
<tr>
<th>Year</th>
<th>NASA Anomaly (Stroeve and Meier, 1999, updated 2010)</th>
<th>SSM/I Anomaly on RACMO grid</th>
<th>ERA-Interim Anomaly on RACMO grid</th>
</tr>
</thead>
<tbody>
<tr>
<td>1989</td>
<td>-1</td>
<td>0</td>
<td>0.51 · 10^6 km^2</td>
</tr>
<tr>
<td>1991</td>
<td>-0.5</td>
<td>-0.5</td>
<td>0</td>
</tr>
<tr>
<td>1993</td>
<td>0</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>1995</td>
<td>0.5</td>
<td>1</td>
<td>1.5</td>
</tr>
<tr>
<td>1997</td>
<td>1.5</td>
<td>1.5</td>
<td>2.0</td>
</tr>
<tr>
<td>1999</td>
<td>1.5</td>
<td>1.5</td>
<td>2.0</td>
</tr>
<tr>
<td>2001</td>
<td>0.5</td>
<td>0.5</td>
<td>1.0</td>
</tr>
<tr>
<td>2003</td>
<td>-0.5</td>
<td>-0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>2005</td>
<td>0</td>
<td>0</td>
<td>0.5</td>
</tr>
<tr>
<td>2007</td>
<td>0</td>
<td>0</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Even though the ERA-Interim data shows similar long-term variations, there are rather larger discrepancies to the reference climatology. On average they deviate by 0.51·10^6 km^2, whereas ERA-Interim gives the overall much higher values. This cannot be depicted in figure 3.5 as it has been corrected. After the correction the average absolute difference with about 0.21·10^6 km^2 is still rather high. However, now the ERA-Interim anomaly is overall lower (as shown in the figure). It should be noted that anomalies in some years can even be of opposite sign, which is a critical aspect in terms of this thesis. Differences between the reference climatology and the SSM/I data on the RACMO grid are minor (average absolute difference: 0.04·10^6 km^2). As methods to retrieve the sea ice area anomalies were identical, these differences probably originate from a slightly different horizontal resolution, from the grid interpolation, as well as from a different definition of the coastline in RACMO and the original satellite data. The offsets between ERA-Interim and the satellite data are also observed when considering the total sea ice extent anomalies (not shown) which indicate that differences occur not only in the open water area within the ice pack but also at the ice edge.

This gives rise to a further analysis of the spatial disagreements. Therefore, figure 3.6 illustrates the differences between the ERA-Interim and the satellite sea ice concentration for two months that are indicated by gray bars in figure 3.5 (January (a) and July (b) 1990). In January 1990 the total sea ice area anomaly in ERA-Interim is higher (0.32·10^6 km^2) than the one retrieved from the SSM/I data. In figure 3.6(a) it can be observed that there are also large spatial differences that occur mainly at the retreating sea ice edge and in coastal areas. The concentration in ERA-Interim is mainly underestimated along the East Antarctic coast and in some parts of the remaining central pack. An overestimation can be found along the ice edge of the Bellingshausen Sea, the Weddell Sea, and off the coast of Queen Maud Land. In the wintertime example of July 1990 the total sea ice area anomaly was much higher in ERA-
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Interim (1.18·10⁶ km²). Figure 3.6(b) exemplifies that this is mainly explained by an overestimation of the concentration in the main sea ice pack by about 0.1. Additionally, the ice edge of the Bellingshausen and the Weddell Seas are not well represented. There are disagreements in the sea ice cover in several coastal regions. These differences for summer and winter show similar but less extreme patterns in the long-term climatologies (not displayed). Noticeable is that differences due to a deviating coastline and domain are already accounted for and cannot be the reasons for the deviations shown in figure 3.6(b).

Figure 3.6: Differences between the sea ice concentration in ERA-Interim and in the SSM/I data (ERA-Interim - SSM/I) on the RACMO grid for January (a) and July (b) 1990.

The differences are in a way remarkable as the sea ice that is present in ERA-Interim and RACMO is based on the National Centers for Environmental Prediction (NCEP) data (Dee et al., 2011) which, in turn, uses satellite data from the SSM/I until April 2009 and from the Advanced Microwave Scanning Radiometer - Earth Observing System (AMSR-E) from May 2009 onwards (cf. NCEP MMAB Sea Ice Analysis, http://polar.ncep.noaa.gov/seaice/Analyses.html). In other words the data origin of the two databases is the same. This suggests that the occurring differences are related to the data processing method. The difference of the concentration in the central ice pack is probably related to the fact that the SSM/I sea ice concentration used here has been derived with a revised NASA Team algorithm (1996, Cavalieri et al., updated 2008), whereas the NCEP data, and also the ERA-Interim data, is probably based on the even later NASA Team 2 algorithm (cf. NCEP MMAB Sea Ice Analysis Page) that generally gives a slightly higher concentration (Screen, 2011). Moreover, the original satellite data is available on a horizontal resolution of about 25 km and was, hence, decreased to a coarser resolution of about 1.5° in the ERA-Interim fields. Hereafter, it was interpolated on to the RACMO grid with a finer resolution. Presumably, these different steps led to a strong bias in the fields. Nevertheless, in order to track the different errors induced by each processing step, further investigation would be necessary. It is likely that variations between open water and sea ice covered ocean in coastal and sea ice edge regions are not well represented anymore in the ERA-Interim data.

The second issue that has not been addressed yet and leads to a discrepancy between the ERA-Interim data in RACMO and the satellite data is the fact that the RACMO domain does not cover the full wintertime sea ice extent over the Southern Ocean (cf. figures 3.7(a) and (b)). This is the case for the
north-eastern part of the Weddell Sea. Consequently, offsets in sea ice extent and sea ice area in the wintertime are larger.

To conclude, ERA-Interim in RACMO does not provide the desired resolution to resolve smaller scale variations in coastal regions that should be captured by the database to analyze the atmosphere-sea ice interaction. Presumably, this also causes the large difference in the long-term variabilities of sea ice area and extent. Additionally, the cutoff of parts of the sea ice covered ocean enhances the disagreement in winter. Here, the main purpose is to investigate how the atmospheric changes affect the sea ice variations and not the other way around, therefore sea ice should be as realistic as possible. Consequently, I used the SSM/I and AMSR-E satellite data in this project as I will describe below.

This implies for the analysis that the variabilities observed in the atmospheric fields and in the sea ice cover are completely independent in terms of the underlying dataset. Even though one might argue that also the simulation will not be accurate if the implemented forcing of the sea ice on the atmosphere is actually deviating considerably from the conditions that I am using for comparison, this can also implicate a meaningful advantage. If physical relations between the two datasets were found and variations coincided, then one could conclude that the model’s atmospheric variability represents reality to a satisfactory degree and could analyze the physical interaction between sea ice and atmosphere in detail.

Over the total time period of the 20 years (1989 to 2009) that were simulated, there is no record of sea ice retrieved by only one single instrument. Hence, it is necessary to consider several databases that should be as coherent as possible. As I mentioned already, the NCEP database and, consequently, ERA-Interim are mostly built on data from SSM/I and in recent years on AMSR-E. Both are available on a preferred spatial (25 km) and temporal (daily) resolution and accessible electronically at the NSIDC sea ice databases (http://nsidc.org/data/seaice/data_summaries.html) and have been derived with the NASA Team algorithm (Cavalieri et al., updated 2008).

The SSM/I average July sea ice concentration (1989-2006) that I will use in this project is shown in figure 3.7(b). It is noticeable that the overall sea ice concentration in the central pack is lower than the one of the ERA-Interim data which has been mentioned before and is quite likely related to the algorithm that was applied. During the considered period the SSM/I instrument was launched on series of Defense Meteorological Satellite Program (DMSP) satellites (F8, F11, F13; Cavalieri et al., updated 2008). The database of Cavalieri et al. (updated 2008) is even longer and starts in 1978 with the scanning multichannel microwave radiometer (SMMR) on the Nimbus 7 satellite, merges into the SSM/I data in 1987 and is currently available until 2007.

There would be a complementary dataset of the Special Sensor Microwave Imager/Sounder (SSMI/S) since 2007. On the other hand, the AMSR-E instrument on the NASA Earth Observing System (EOS) Aqua satellite should provide a higher accuracy thanks to a wider spectral range and swath width, and to a higher horizontal resolution (Comiso and Nishio, 2008; Screen, 2011). The average July sea ice concentration (2003-2010) retrieved by the AMSR-E instrument and evaluated with the NASA Team 2 algorithm is illustrated in figure 3.7(c) (2004, Cavalieri et al., updated daily). However, recently Screen (2011) and Parkinson and Comiso (2008) discussed major discrepancies between the recording instruments and also between the algorithms applied in detail. Obviously, the central ice pack has much less open water than the one of the SSM/I data. Screen’s figure 4 (2011) illustrates the differences between the high sea ice concentration areas of the different sensors and algorithm. He pointed out that the convergence of the two different records by SSM/I and AMSR-E led to an artificial trend enhancement in the climatologies, namely the Hadley Centre Ice and Sea Surface Temperature (HadISST) and NCEP products.

Interestingly, these discontinuities in the NCEP data seem to propagate also into the ERA-Interim sea ice concentration. The figures 3.7(d) and (e) compare the sea ice concentration for the month July in 2009. This is the first winter in which the sea ice concentration retrieved with AMSR-E is present in the NCEP data and, accordingly, in the ERA-Interim data. Evidently, the central ice pack is characterized by a higher concentration than in the period 1989-2006 (cf. figure 3.7(a)) which is probably caused by a change in the sensor and not by one in the climate system. How this affects the simulation is, however, not
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Figure 3.7: Comparison of different July sea ice concentrations between ERA-Interim on the RACMO grid, SSM/I and AMSR-E over different periods.
subject to analysis in this thesis. Finally, this argument supports the recommendation to preferably use a satellite dataset directly in order to perform simulations with RACMO in the future. It also underlines the decision to rely on the datasets that I described before in this project in order to avoid resolution issues and inconsistencies between different data origins.

3.3 Sea Ice Drift Data from Satellites

At last, sea ice motion serves as essential information for investigating the impact of the dynamics on the variability. It can be estimated from different types of sensors as long as the satellite passes over the regarded area within a time frame of about one day and resolves surface characteristics accurately enough to detect single features in the measured wavelength. These features can then be tracked and their spatial displacement from one passage to the other results in the motion vector (Fowler, updated 2008; Maslanik et al., 1997).

Here, I rely on a database of daily Polar Pathfinder sea ice motion vectors constructed by Fowler (2003, updated 2008) with a horizontal resolution of 25 km over a period from 1989 to 2006. An example vector field of the average July sea ice motion (1989-2006) is given in figure 3.8, where for illustration purposes only every fifth vector is plotted. These fields resulted from a combination of Advanced Very High Resolution Radiometer (AVHRR) and SSM/I data. They have been computed initially for the Polar Pathfinder project of NOAA/NASA which had the goal to provide different consistent, and satellite derived, long-term time series of cryospheric parameters (Fowler, updated 2008; Maslanik et al., 1997).

From the AVHRR sensor, the visible and infrared bands (channel 2 and 4), available four times daily (every six hours) on a 5 km resolution, have been analyzed (Fowler, updated 2008). Measurements in these wavelengths are accompanied by the problems which I already mentioned in section 3.2. The infrared wavelengths are not useful during the melting season and the visible band is not available during
polar night and overcast conditions. The displacement of ice is evaluated from one day to the other for each pair of the respective hour of the day. This resulted in a maximum number of eight vectors from the two channels and four passages per day, and all the available vectors have been averaged afterwards (Fowler, updated 2008).

According to Fowler (updated 2008) the 37-GHz and 85-GHz channels of the SSM/I brightness temperature have been assessed on a 25 and 12.5 km resolution respectively. As the latter (85-GHz) has the higher accuracy, the vectors retrieved from this frequency have been used if available. However, this high-frequency channel is sometimes strongly influenced by the atmosphere. Compared to the AVHRR these recordings are available year-round. For each frequency images in both, horizontal and vertical, polarizations are included. Similar to the AVHRR data two to four overpasses, depending on the area, are averaged to daily vectors (Fowler, updated 2008).

The advantage when it comes to the retrieval of ice drift vectors is that the exact value of sea ice concentration is not relevant. The only concern is to get a clear feature detection. To achieve this, Fowler (updated 2008) applied several corrections to the images. Hereafter, a complex algorithm that computes the maximum cross correlation between two consecutive images of 10 times 10 pixels according to Emery et al. (1995) is applied to both satellite records (Fowler, updated 2008).

Errors resulting from clouds, for example, have been removed by several filtering techniques that check the coherence between neighboring vectors. The final accuracy according to the grid resolution given by Fowler (updated 2008) is about 1.7 km/day for the AVHRR vectors. He argues that the here described approach is only valid within a closed ice pack and over a relatively short distance away from the ice edge. If conditions are rather unstable in time, meaning that the features in the ice change fast due to a strong deformation or if the ice rotates over short distances, this method does not apply anymore (Emery et al., 1995). This has to be considered as exclusion of the unrealistic values at the ice edge is not performed beforehand. Hence, it is necessary to adjust the dataset with respect to the application.

Together with the motion vectors Fowler (updated 2008) provides error estimates based on comparison to buoy data which, however, was retrieved in the Arctic region. As ice motion around Antarctica has very different characteristics, I decided to use another approach for the exclusion of unrealistic vectors close to the ice edge. In figure 3.8 the 15% sea ice concentration contour line is outlined. I considered vectors located outside this line to be too far away from the ice edge and excluded them from the analysis. This method is based on the definition of the ice edge to derive the sea ice extent by Gloersen et al. (1992) (cf. box 5.1). I here assume that this approximation is valid for long-term variations in sea ice motion. Sea ice motion along the ice edge would be a valuable information to analyze ice dynamics in general but is obviously hard to obtain.

3.4 Data Assimilation and Grid Adaptation

Having a basis of three different datasets with different spatial references and different temporal resolutions, I am left with the task to combine them into one coherent database. At this point it is necessary to make a choice of what spatial grid is most suitable. For this reason figure 3.9 summarizes the different grids and shows their spatial extent together with the maximal possible daily sea ice concentration per grid cell that had more than 1% sea ice concentration (1989-2007) from the SSM/I data. Clearly, this maximum extent exceeds the RACMO grid in the north-eastern Weddell Sea and coincides with the edge of the grid in the Indian Ocean. Further, satellite data of the SSM/I and the AMSR-E data are both on a planar polar stereographic grid with a projection plane tangent at 70° S which leads to a maximum distortion of 22% at the grid boundary and about 3% at the pole (Cavalieri et al., updated 2008,u). The Polar Pathfinder motion vectors, in contrast, are constructed on a Equal-Area Scalable Earth Grid (EASE-Grid) which is centered at the South Pole (Fowler, updated 2008).

It can be observed in figure 3.9 that in the satellite data grids large portions of the Southern Ocean are not covered with any information on sea ice as well as no information about the atmospheric fields from RACMO which means that these fields use large amounts of memory on the computer that is not
needed. Further, there are much more fields that are already on the RACMO grid (three dimensional atmospheric fields) than on the other grids. These two arguments would make it computationally more efficient to use the RACMO grid that already exists as a reference grid and interpolate the satellite data onto it. However, by doing so, as described before, I would loose valuable information about the sea ice cover at the addressed boundaries where the RACMO grid does not cover the full sea ice extent. For these reasons I have constructed a new, extended RACMO grid in the same way as I described in section 3.1. The difference between the two grids is an extension by 36 rows on the upper side and 6 columns on the right side as it can be seen in figure 3.9. This ensures that the whole sea ice extent is covered at all times by the grid. An additional advantage of using the RACMO grid in general is to adapt the coastline of the simulation in the satellite data which differs in some regions considerably. Moreover, I do not need to interpolate the atmospheric data onto the extended RACMO grid as their coordinates in the overlapping part coincide and the outer upper and right boundaries are treated as missing data points because no information is available whatsoever.

Subsequently, all daily data values of sea ice concentration from SSM/I and AMSR-E as well as the Polar Pathfinder data have to be projected onto the new extended RACMO grid. No matter what kind of an algorithm is applied, an interpolation of the data would always result in a slight deviation of the values from those on the original grid. However, it is desirable to keep the data as close to the real grid as possible. In order to do so, I applied a zero order nearest neighbor interpolation. I deem this simplistic method valid because the resolutions of all grids have about the same value, between 25 and about 28 km. This means that every new grid point gets most likely assigned with one unique value of the old grid which is very close (within half of a grid cell at most). It further ensures that values do not exceed the range of realistic values which is, for instance, in the case of the sea ice concentration values between zero
and one. A higher order function such as a linear or spline interpolation would be more useful if there were spatial gaps in the data or the resolution of the satellite data was much coarser than the new grid.

The interpolation was performed using a MATLAB® (2009) function for data gridding and surface fitting. In a first step, I converted all geographical to Cartesian coordinates. Hereafter, the function uses a two dimensional Delaunay triangulation algorithm developed by Qhull (http://www.qhull.org) (as in Barber et al., 1996) to build triangles between all grid points, so that each grid point is connected with its natural neighbors (MATLAB®, 2009). At last the function finds the point in the old grid which is closest to the new grid point by using the triangular vertexes, and assigns the values of the old grid point to the new one. This procedure follows the suggestions of Watson (1992). It has been applied to the sea ice concentration and the two directional components of the motion vectors.

Figure 3.10 compares the wintertime sea ice concentration of an example day (8th August, 1990) in the Ross and Amundsen Sea before and after the interpolation. The overall structure and the absolute values do not change, only the spatial locations might shift slightly during the change of the reference grid. It can further be observed that the coastline for example along the Ross Ice Shelf was over land (by RACMO definition) in the satellite grid. This artifact has been removed by deleting all data points that were situated over land. The opposite, as it can be observed in the south-eastern Amundsen Sea where there was land in the satellite and ocean in RACMO, is treated as missing data and will be excluded from the analysis. While talking about the exclusion of data, I would also like to stress once again at this point that the unrealistic motion vectors away from the sea ice edge were removed as I described in section 3.3.

The satellite data also had a few temporal gaps. In the SSM/I sea ice concentration these gaps had been removed already beforehand by Cavalieri et al. (updated 2008) using a linear interpolation. The AMSR-E data, on the other hand, had a few gaps as it was provided. In total thirteen days in the period 2003 to 2010 were missing with the longest period of six days in the year 2003. The Polar Pathfinder sea ice drift had seventeen missing days in the period 1989 to 2006 with a maximum of three consecutive days. I filled all these gaps with a linear, first order interpolation by using the first day before and the first day after the data gap.
The three-hourly RACMO output data was, hereafter, averaged to daily values so that all data could be analyzed on a daily timescale. However, for some analysis and long-term variability it is more efficient to consider averages over longer timescales. Consequently, I calculated monthly, seasonal, and yearly averages as well as long-term climatological means for each day, month, and season of the year. If not explicitly defined, the analysis that I perform in the following three chapters is based on the time period 1989 to 2006 in which all three datasets are available. To sum up, the datasets described in this chapter provide the basis for all further post-processing, analysis and interpretation.
4 Simulated Atmospheric Boundary Layer Processes

In chapter 2 I have schematically described the processes that take place in the Antarctic atmospheric boundary layer over the sea ice covered ocean and the coastal continent. I have further discussed the different forcing mechanisms of the boundary layer dynamics in detail. I will now explain the spatial structure and temporal evolution of these processes and also consider their long-term changes that might affect the sea ice. For this purpose, I will use the data from the RACMO simulation.

Moreover, I have related the atmospheric processes to the sea ice growth and decay in chapter 2.3. From these considerations, we can identify two major variables that are useful for studying the impact of the atmosphere on the sea ice. These are the temperature field, or more precisely, the temperature gradient between the ice or ocean surface and the atmosphere above, and the wind field. The near-surface temperature field determines the thermodynamic sea ice formation which is the freezing of the ocean water due to a transfer of heat from the ocean to the colder atmosphere and which takes place at the base of the sea ice. The wind field, principally, is responsible for the dynamical redistribution of sea ice but also influences the thermodynamics through production of turbulence and advection of heat. The temperature distribution, in turn, also influences the wind field due to horizontal anisotropy and, hence, indirectly, also affects the dynamics. In this chapter, I will study both of these variables and describe the origin of their variability. The focus, however, will be on the atmospheric dynamics.

4.1 Cold Air Pooling and Near-Surface Temperature

The surface energy balance and the related vertical and horizontal temperature distribution are important for this thesis for two major reasons: On the one hand, they are driving forces of the boundary layer wind field and, on the other hand, they determine sea ice growth and melt. In this section, I will illustrate the spatial, seasonal, and interannual variations as well as the long-term trends by interpreting maps of the simulated fields.

The controlling factors of the surface energy balance during winter, as I have discussed in chapter 2.1, are the longwave radiative and turbulent heat fluxes. In summer, however the absorption of shortwave radiation depending on the surface albedo plays an important role as well. Long-term monthly averages of the simulated longwave radiative and turbulent heat fluxes, and the total atmospheric surface energy balance (without the ocean heat flux) are illustrated in figures 4.1 to 4.3, respectively. Six different months have been selected to illustrate the fluxes throughout the year. Negative values imply a net heat loss of the surface and positive values imply a net heat gain.

Over most of the Southern Ocean the net longwave radiative flux is slightly negative throughout the year, even though the ocean is relatively warm (cf. figure 4.1). This is owing to a strong downward directed longwave radiative flux induced by the relatively high atmospheric humidity. Towards the edge of the domain the longwave heat loss seems to increase which is probably related to the transition from the boundary conditions. Along the coast in February and March the net longwave emission is high as sea ice is not yet present or only very thin and the air is cold and dry. Throughout the winter the
Figure 4.1: Simulated net longwave radiation at the surface. The green contour line denotes the average observed sea ice edge.
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Figure 4.2: Simulated atmospheric turbulent heat fluxes at the surface. The green contour line denotes the average observed sea ice edge.
Figure 4.3: Simulated atmospheric surface energy balance over the Southern Ocean. Ocean heat flux is not included in the balance. Negative values imply a cooling of the ocean surface from the atmosphere and positive values a heating from the atmosphere or the solar radiation. The green contour line denotes the average observed sea ice edge.
emission decreases with a thickening ice cover. However, relatively, the overall emission is always stronger in coastal areas where large open water areas are present as I will further illustrate in chapter 5.3. This effect is most pronounced in the Ross Sea.

The strong heat loss of the ocean to the atmosphere in the Ross Sea is even more clearly visible when considering the turbulent heat flux (sum of sensible and latent heat) in figure 4.2. It is very high in March when the atmosphere strongly cools the ocean surface and decreases to almost zero or even becomes positive regionally in July over the thicker sea ice that suppresses the heat conduction. This results in a very sharp gradient between the open ocean where turbulent heat loss is very strong and the sea ice covered ocean in winter. Again, the coastal open water areas are clearly visible in July, September, and October where the ocean is cooled by the atmosphere.

If we now consider the sum of the net longwave radiative and the turbulent heat fluxes together with the net shortwave radiative flux, we obtain the net heat loss or gain of the ocean surface which is mainly balanced by the ocean heat flux and to some extent by the latent heat of freezing and melting (cf. figure 4.3). Apparently, along the edges of the Ross and Ronne-Filchner Ice Shelves the cooling of the ocean surface starts first in February, whereas the rest of the ocean still gains heat from the solar shortwave radiation. In March, the cooling extends northward and becomes stronger. During the polar night, then, the net heat loss is almost solely determined by the sum of net longwave radiative flux and turbulent heat flux. In September, when the sea ice extent reaches its maximum, the surface still experiences a net cooling by the atmosphere. Afterwards (in October) when the sea ice begins to melt, the atmospheric surface energy balance starts to get positive along the ice edge and is positive everywhere by December.

The continent has a much colder surface than ocean or sea ice. Consequently, the outgoing longwave radiative flux is much lower. We can observe this over the ice shelves in figure 4.1. Nevertheless, towards the interior the net longwave radiation gets more negative, especially, over the slopes of the ice sheet as the atmosphere gets colder and drier and the incoming longwave radiative flux drastically decreases. Over the slopes the values are most negative which is owing to the constant supply of turbulent heat to the surface as it can be seen in figure 4.2. The highest values of the turbulent heat flux over the slopes are present in mid-winter when wind speeds are highest and the strongest mixing occurs. I will discuss the wind field in chapters 4.2 and 4.3 in detail. However, at this point it is important to notice that over the slopes cold air is persistently formed by the strong longwave cooling and then transported downslope. As this cooling is mainly balanced by the turbulent heat flux, the net surface energy balance in figure 4.3 is almost zero throughout the year. The gain of heat in summer (December) by solar shortwave radiation over the continent is balanced by a negative longwave radiation and the turbulent heat flux decreases to almost zero.

The energy transfer between the surface and the atmosphere is directly coupled to the temperature: The surface temperature determines the longwave emission at the surface, the atmospheric temperature determines the incoming longwave radiation at the surface, and the near-surface temperature gradient determines the turbulent heat exchange. Consequently, the considerations of the surface energy balance are helpful to analyze the near-surface temperature fields.

Often the long-term variability and changes of sea ice are related to the atmospheric near-surface temperature without considering that temperature is not an independent variable. Higher temperatures above the melting point imply that sea ice melts faster. However, less sea ice at a certain location also means that heat conduction from the ocean is enhanced and if open water is present more shortwave radiation is absorbed at the surface. Hence, temperatures rise even more. Moreover, it should be noticed that a change of the surface temperature does not necessarily imply a change of the sea ice cover. If the temperature is far below the freezing point anyway, a change of the temperature does not alter the area that is covered by the ice. However, the sea ice thickness might change due to an alteration of the vertical temperature gradient and a resulting change of the growth rate at the sea ice base.

Figure 4.4 shows the mean January and July 2 m temperature over Antarctica and the surrounding ocean. Despite the generally expected temperature deviation between winter and summer, we can observe that the spatial distribution of the lower temperatures is very different. In January cold air is restricted
to the continent with the lowest temperatures of about -35° C over the East Antarctic Plateau and temperatures just below the freezing point over the ice shelves and the coastal regions. Over the ocean and the remainder of the sea ice (sea ice edge in green), temperatures are just above the melting temperature. In winter, however, the isotherms follow the shape of the sea ice edge. Here, the cold air is isolated from the warmer ocean due to the sea ice. As the sea ice thins towards the edge, the atmosphere gets warmer. The keen observer can even notice that the surface in summer is slightly cooler where the sea ice was present in winter. Consequently, the wintertime sea ice affects the summer ocean and atmosphere temperatures which leads to a memory effect of anomalies in the system that will be further described in chapter 5.1. We can also see that in the wintertime cold air is situated over the large Ross and Ronne-Filchner Ice Shelves. The steep slopes are slightly warmer and the East Antarctic Plateau is, by far, the coldest with a minimum temperature of -68.9° C. Here, we find the lowest temperatures on Earth.

In order to adjust for the affect of the decreasing pressure with height on the temperature, figure 4.5 shows the average surface layer (about 8 m above the surface) potential temperature (cf. equation 2.2) for the same months as in figure 4.4. For both months, clearly, the two large ice shelves (Ross and Ronne-Filchner Ice Shelves) stand out in the figures as regions with the potentially coldest air in the whole domain. The cold air that is drained down the slopes of the ice sheet escarpment by the katabatic winds, as I have described in chapter 2.2, accumulates on the flat ice shelves. Here, the gravitational forcing vanishes (cf. section 4.3) and a deep layer of cold and stable air builds up. This process is referred to as cold air pooling and will be of major importance in this thesis. Over the slopes of the ice sheet the potential temperature is slightly higher. Here, warmer air from above is mixed to the surface by turbulent heat as we have observed before. The same is valid for the mountains of the Antarctic Peninsula and the Transantarctic Mountains.

In sum, cold air that is formed over the slopes of the ice sheet by radiative cooling at the surface and persistent downward mixing of upper atmospheric air, drains onto the large flat ice shelves where it accumulates. The cold air extends over the sea ice in winter when the lower atmosphere is isolated from the warmer ocean below.

Next, I will study the spatial patterns of the interannual variations of the spatial patterns of the near-

---

**Figure 4.4:** Simulated 2 m temperature. The green contour line denotes the average observed sea ice edge.
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surface potential temperature and the long-term trends. I will use the variance of detrended anomalies to identify regions where potential temperature changes most from one year to the other. This concept is explained in box 4.1 and I will apply it throughout this thesis. Furthermore, the retrieval of the long-term trends and their significance is explained in detail in box 4.2. Both parameters might have very different values throughout the year. Consequently, I will consider the overall trends and variance but also the changes for parts of the year. Because the time series from 1989 to 2006 is rather short for assessing long-term trends, I will use seasonal trends rather than monthly values that I have used to describe the mean state.

Box 4.1: Variance of Detrended Anomalies

Important information on changes of a climatological variable from one year to another can be obtained by studying its interannual variance. It is calculated by using the monthly anomalies with respect to the long-term mean of each corresponding month, and subtracting the long-term trend from the anomalies.

The variance of the detrended anomalies needs to be interpreted relatively. This means that a region of comparably low variance of a certain variable is not very vulnerable to changes in the system and values of the variable are rather persistent from one year to the other. In a region where the variance is high, largest changes occur. This concept is also helpful to identify relations between different climatological variables. So that causes of interannual variations of one variable could be found by the spatial distribution of the variance of another variable.

Figure 4.6 shows the variance of the detrended surface layer potential temperature anomalies for the whole time series in panel (a) and the each season in panels (b) to (e). Largest interannual variations of the potential temperature anomalies occur over the two large ice shelves and over the adjacent sea ice covered ocean. This implies that the cold air pooling on the ice shelves might be high in one year and very low in the other year. By considering the single seasons, we can observe that these interannual differences

Figure 4.5: Simulated atmospheric surface layer potential temperature. The green contour line denotes the average observed sea ice edge.
Figure 4.6: Variance of detrended surface layer potential temperature anomalies. The gray contour line denotes the average observed sea ice edge.
over the Ross Ice Shelf are most pronounced in autumn and winter. Over the southern Ross Sea variations are usually highest in winter. In contrast, over the Ronne and Filchner Ice Shelves most variability occurs in winter and spring and over the Weddell Sea in all three seasons. The overall summertime variations are small. If we compare the two regions, we can notice that interannual variations over the Ross Sea and Ice Shelf are generally stronger than those over the Weddell Sea and the adjacent ice shelves.

**Box 4.2: Trend, Significance, and Uncertainty**

A trend can be estimated using a first order polynomial fit \( \hat{y}(t) = a + bt \) obtained with a least square fitting method (Wilks, 1995). As long as no extreme outliers are present this procedure gives a good estimate (Santer et al., 2000). In order to test whether a trend is statistically significant or not, I use a procedure that is documented by Santer et al. (2000). It assumes that most processes in nature are, statistically, dependent in time which means that they are autocorrelated. First, the ratio of between the estimated trend \( b \) and its standard error \( s_b \) is computed:

\[
t_b = \frac{b}{s_b},
\]

Here, the standard error of the slope is given by (Santer et al., 2000):

\[
s_b^2 = \frac{1}{n_t - 2} \cdot \frac{\sum_{t=1}^{n_t} (y(t) - \hat{y}(t))^2}{\sum_{t=1}^{n_t} (t - \bar{t})^2},
\]

where \( n_t \) is the sample size and \( n_e \) is the effective sample size, taking into account the lag-1 autocorrelation coefficient \( r_1 \):

\[
n_e \approx n_t \cdot \frac{1 - (r_1 \cdot 0.5)}{1 + (r_1 \cdot 0.5)},
\]

In this thesis I will use half of the lag-1 autocorrelation to account for the time dependence. The obtained ratio \( t_b \) is compared to the critical \( t \)-value of the Student’s \( t \) distribution that is obtained by using the chosen significance level \( \alpha \) and \( n_e - 2 \) degrees of freedom (Santer et al., 2000). If \( t_b \) is larger than the critical value a trend is significantly different from zero at the given confidence level. In many cases the interpretation of the significance of a trend depends strongly on the procedure that was applied and mostly only gives an indication rather than an absolute statement. An estimate of the statistical uncertainty of the trend can be given using the 95% confidence interval which is \( \pm 1.96 \) times the standard error of the slope under the assumption that the trend obeys a Gaussian distribution. It should be noted that this estimate of the uncertainty does not account for uncertainties in the data retrieval.

So now I will proceed with a discussion of the long-term trends of the atmospheric near-surface temperature. The trend patterns that are reported by other studies I have already briefly described in the introduction. Figure 4.7(a) shows the overall trends of the surface layer potential temperature as simulated by RACMO. There are two major regions of significant warming (green and black contours denote the 90% and 99% confidence level respectively): One region extends from the Bellingshausen and Amundsen Seas to the eastern Ross Sea and the other one can be found along the coast from eastern Dronning Maud Land to Enderby Land. In the southern Weddell Sea, adjacent to the ice shelf, we can observe a slight significant cooling trend. These patterns, to some extent, agree with patterns observed in figure 1.1(c) even though the magnitude and location deviates. However, the strong warming around the Antarctic Peninsula is not present in the model. Over the ocean that surrounds the sea ice weak but significant cooling trends are visible in figure 4.7(a). These are confirmed by figure 1.1(c) but, again, not of the same magnitude and location. Further, the trends towards the edges of the domain might be unreliable due the transition from the boundary conditions.
Figure 4.7: Decadal trend of simulated surface layer potential temperature. The gray contour line denotes the average observed sea ice edge and the green and black contour lines indicate the 90% and 99% confidence level, respectively.
Figure 4.8: Height of the temperature inversion retrieved with an algorithm that detects the lowest temperature maximum in the modeled temperature profile. The green contour line denotes the observed sea ice edge.
In consideration of figures 4.7(b) to (e), we can notice that the trends are seasonally dependent. The warming in the Bellingshausen, Amundsen, and eastern Ross Seas only occurs in winter and spring. In summer, however, we can find in this region a slight but significant negative trend. The trends in the southern Weddell Sea and over the Ronne and Filchner Ice Shelves seem to be opposite to those just described. Whereas a cooling persists in winter and spring, a positive trend is present in summer. North-east of the Antarctic Peninsula one can observe a significant warming in autumn. The warming along the coast of eastern Dronning Maud Land and Enderby Land apparently results from a warming that is present from autumn through spring and is strongest in winter.

It should be noticed that most of the trends are strongly influenced by extreme events in some years which is reflected by the fact that only a few regions show a significant trend. This is mainly due to the relatively short time period. The causes of these temperature trends might be of different origin. They can be related to changes of the sea ice cover or thickness (albedo effect or heat conduction), to changes of the ocean heat flux, to changes of vertical stability and mixing, or to changes of the large-scale circulation and air advection. I will briefly discuss the latter reason in the following section 4.2. In chapter 5.1, I will explain how the changes of the near-surface temperature field affect the sea ice cover.

Before turning the discussion to the wind field, I deem it necessary not only to consider the surface temperature fields but also to include the depths of the cold stable layer above the surface. I have introduced the concept of the cold stable atmospheric boundary layer that is induced by the longwave cooling of the surface schematically in chapter 2.1. I also discussed several ways to qualitatively and quantitatively capture the cold stable layer. One of the most commonly used methods is to determine the height of the temperature inversion that is indicated in figure 2.2. One should notice that the height of the temperature inversion does not give any information of the strength of the temperature deficit and also deviates from the height of the temperature deficit layer (TDL) which is usually slightly higher. Nonetheless, the temperature inversion height gives valuable information about the depth of the stable layer and its horizontal distribution.

An algorithm to detect the lowest temperature inversion in the model output has been applied. The long-term monthly average height of the temperature inversion for the same months as in figure 4.3 is shown in figure 4.8. During summer (December and February) the stable boundary layer is restricted to the continent as the ocean heats the atmosphere from below and leads to an unstable stratification. The inversion is rather low in coastal or steep regions. An exception are the two large ice shelves where on average a relatively deep stable layer persists in summer. Towards winter the cold stable layer of air also extends north over the sea ice covered ocean together with the northward extent of the sea ice. Especially in the Ross and Weddell Seas, the cold air seems to flood from the ice shelves over the sea ice and accumulates to a rather thick layer. Deepest inversions are again present over the ice shelves, especially over the Ronne Ice Shelf where the inversion reaches an average height of more than 1500 m in July. The shallowest inversion layer is still situated over steep or coastal regions.

The cold air pooling on the ice shelves and the extension of the cold air layer over the sea ice are, apparently, strongly related. The driving force, however, that leads to such a large scale advection of cold air over the sea ice must be found in the wind field which I will discuss in the following sub-chapter.

### 4.2 The Near-Surface Wind Field

As I have outlined in the previous section and in chapter 2.3, the near-surface wind is, on one hand, a driving mechanism of the sea ice drift and redistribution, and, on the other hand, important for large-scale advection of cold or warm air masses. In this sub-chapter, I will discuss the general distribution of the surface pressure field and the associated wind field. Further, I will describe variability and long-term changes of these variables. The forcing components of the wind that I introduced in chapter 2.2 are, then, of interest in the following section (4.3).

Figure 4.9 shows the mean surface pressure distribution around the Antarctic continent where the surface elevation is below 120 m for four selected months. In all of these months a belt of low pressure
surrounding the Antarctic continent at about 60° to 70° S is clearly visible: the circumpolar pressure trough. The existence of this low pressure around the continent can be explained by general considerations of the planetary circulation that can be found in any climatological text book. In a meridional direction, it develops between the subtropical descending branch of the Hadley cell with the associated high pressure areas over the three oceans and the thermally induced high pressure over the Antarctic continent due to surface cooling and related large-scale subsidence.

**Figure 4.9:** Simulated mean surface pressure below 120 m a.s.l. The green line denotes the average observed sea ice edge.
It should be noted that the low pressure belt rather consists of moving depressions than static low pressure areas. The figure shows that, depending on the month, there are three to five pronounced pressure minima. These are areas where cyclones that, generally, move southeastward preferentially have their destination. Why these are the preferred trajectories of the cyclones is still not fully understood. One influence are the subtropical high pressure areas over the oceans and their annual and interannual variability. Another factor that is important for the position and strength of the climatological low pressure areas is the orography of the Antarctic continent. Lachlan-Cope et al. (2001) showed with a numerical experiment, in which they compared a simulation with a real orography to one with a axisymmetric orography, that the position and variability of the Amundsen Sea Low can only be reproduced with the real asymmetric orography. They report that the formation pattern of the planetary Rossby waves is triggered by a displaced center of mass from the pole. A detailed understanding of the variability of these three climatological low pressure areas is crucial to explain the variability of the climate in coastal Antarctica.

In figure 4.9 we can notice a strong annual variability of the pressure distribution. The pressure trough strengthens and shifts twice a year. There are pressure minima during the equinoxes in March and September rather close to the coast, and two maxima during the solstices in June and December further away from the coast. This phenomenon is referred to as semi-annual oscillation (SAO) (van Loon et al., 1972). It is triggered by differences in the surface energy balance between the Antarctic continent and the Southern Ocean and an associated change of the baroclinicity that determines the movement of the depressions. Moreover, in March the deepening of the pressure trough is stronger in the eastern Weddell Sea than in the Amundsen and eastern Ross Seas. During the strengthening in September, however, this distribution is the other way around and the Amundsen Low is the strongest.

Despite the meridional gradient of the pressure, in figure 4.9, we can identify regions of strong zonal gradients. These are caused by the preferred trajectories of the depressions and the higher pressure close to the meridional barriers imposed by the Transantarctic Mountains and the Antarctic Peninsula. The zonal gradient is also visible over the large ice shelves and might be as high as 10 hPa. The gradients are large when the pressure trough is closest to the coast (March and September), but also in June when the subsidence that is induced by the cooling over the continent is strongest. In the Weddell Sea the zonal pressure gradient is strongest in March and June. In contrast, in the Ross Sea it is strong from March through September and only decreases in summer.

The average surface layer wind field that is related to the pressure distribution is illustrated in figure 4.10 for the same months as in figure 4.9. Together with the wind vectors the wind directional constancy is shown in color. The definition of this useful climatological quantity is given in box 4.3. We can see that the movement of the depressions in the circumpolar pressure trough leads to a very frequently varying wind direction and a very low directional constancy. North of the pressure trough the strong and directionally constant westerlies prevail. Over the slopes of the ice sheet the directional constancy and the wind speed are very high. I will analyze the contribution of the katabatic forcing to these winds in the next section 4.3. The winds follow the topography rather closely with a slight easterly component induced by the Coriolis force. Along the coast where the surface friction vanishes these winds turn easterly. They are strongest and extend furthest north in June when the pressure trough is further away from the coast and the cooling over the continent is strongest.

An exception to the coastal easterlies can be found in the southern Ross and Weddell Seas. Here, the zonal pressure gradient induces geostrophic southerly winds that are, especially in the Ross Sea, of high directional constancy close to the ice shelf edge. In the Weddell Sea the effect is not as strong and is most visible in March and June. Further, we can observe that the cold air on the continental slopes is drained onto the ice shelves by the terrain-following katabatic winds. This air is, then, exported over the sea ice by the southerly winds in these regions. These mechanisms explain the extension of the cold air layer over the sea ice that I have described in the previous section (4.1) and that is present in the Ross and Weddell Seas. The export of cold air over the sea ice is much stronger in the Ross Sea because there we find the higher and more persistent wind speeds. In the Weddell Sea where the southerly winds are not as strong more cold air accumulates on the Ronne-Filchner Ice Shelves which is the reason why we
find here the much thicker cold air layer than over the Ross Ice Shelf.

**Box 4.3: Directional Constancy**

When vector data is analyzed climatologically, the directional constancy is an interesting parameter and is defined as (van den Broeke et al., 2002):

\[
DC = \frac{\sqrt{\bar{u}^2 + \bar{v}^2}}{\sqrt{\bar{u}^2 + \bar{v}^2}}
\]

(4.4)

An average vector in a certain direction might be large even though the actual direction of the quantity is variable over time and the resulting vector is owing to some extreme values in one direction. The directional constancy, however, indicates whether the vector is mostly directed in the same direction (high $DC$) or varying in direction (low $DC$).

In order to relate the long-term changes and the variability of the sea ice to the atmospheric circulation in the following two main chapters (5 and 6), I will now proceed to analyze the interannual variability and the trends of the surface pressure and near surface wind field. Similar as for the potential temperature in the previous section. Figure 4.11 shows the overall and seasonal variance of the detrended surface pressure anomalies and figure 4.12 shows the overall variance of the detrended meridional and zonal wind speed anomalies over the continent and the sea ice covered ocean. The interannual surface pressure variability shows that most of the variation takes place in the Amundsen and Bellingshausen Seas and that the high variance extends as far as the western Weddell Sea and the eastern Ross Sea. This clear maximum of the variance is referred to as the Southern Annular Mode (SAM/AAO). Figures 4.11(b) to (e) show that the variability is strongest in winter and weakest in summer. A high variability of pressure in this region implies that the zonal pressure gradient in the Ross and Weddell Seas changes accordingly. This should be associated with a high variability of the wind field.

Figure 4.12(a) confirms that there is a rather high variance of the detrended surface layer meridional wind speed anomalies in the western Weddell Sea, in the Bellingshausen and Amundsen Seas, and in the Ross Sea. The highest overall variance occurs in the western Ross Sea very close to the Transantarctic Mountains. Just east of this region, the variance is rather low. In consideration of the mean flow, this means that the strength of the southerly winds over the Ross Sea is rather persistent from one year to the other at a certain distance from the mountain range and very variable closer to the mountains. Interestingly, the variance of the detrended surface layer potential temperature anomalies in figure 4.6(a) showed the exact opposite distribution with a high variance further away from the mountain range and lower variance closer to the mountains. How the variability of these two variables is connected in this region will be explained in the following two sections (4.3 and 4.4). Over the continent the interannual variability of the meridional wind field is only high in some coastal regions of West Antarctica and otherwise extremely low. Furthermore, the variability of the zonal wind as shown in figure 4.12(b) is very high in the south-eastern and north-western Ross Sea. Over the continent and in the embayments sheltered by the two large topographic barriers (Antarctic Peninsula and Transantarctic Mountains) the interannual variability of the zonal flow is very low.

Figure 4.13 shows the long-term trends of the surface pressure and the associated changes of the wind field. The overall trends are very small and mostly insignificant. Only the the region north of the Antarctic Peninsula shows a small and significant increase of the surface pressure (at a 90% confidence level). This results in a small northeasterly wind speed trend (decreasing strength of the westerlies) in the northern Bellingshausen and Amundsen Seas and a southwesterly trend in the Weddell Sea. On the one hand, the low significance of the trends is related to high interannual variations of the surface pressure and a rather short time series. On the other hand, by considering figures 4.13(b) to (e), it becomes clear that the trends are very much seasonally dependent and might even be of opposite sign in a different season. This lowers the overall strength and significance of the trends. Nevertheless, the trends are also not significant on a seasonal timescale.
Figure 4.10: Simulated atmospheric surface layer wind field (only every seventh vector is plotted) and corresponding directional constancy. The green contour line denotes the average observed sea ice edge.
Figure 4.11: Variance of detrended surface pressure anomalies. The gray line denotes the average observed sea ice edge.
Figure 4.12: Variance of detrended meridional (a) and zonal (b) wind speed anomalies over the continent and the sea ice covered ocean. The gray contour line denotes the average observed sea ice edge.

The increasing pressure north of West Antarctica occurs in winter and spring. This also explains the increasing temperature in winter and spring noted in the previous section in figure 4.7 in the Bellingshausen and Amundsen Seas and in the Ross Sea. Here, an advection of warmer airmasses from lower latitudes takes place. Similarly, the cooling trend in the Weddell Sea might be related to an increased advection of colder air from the south. Also, the increasing temperatures along the coast of eastern Dronning Maud Land and Enderby Land can be explained with an increasing warm air advection from lower latitudes. Interesting to note is also a decreasing pressure in the central Ross Sea in winter that leads to stronger southerly winds along the coast of Victoria Land.

Even though, all these trends are insignificant, they give an indication of how the temperature field is related to the large-scale circulation which is useful for the latter analysis in this thesis. This link of the pressure field surrounding the Antarctic continent and the coastal temperatures is also reflected in the SAO pattern that is present in the temperature variations as well (cf. van den Broeke, 1998). The pressure changes suggest a weakening of the SAO in the Bellingshausen and Amundsen Seas in the considered time period. Results from a study by van den Broeke (2000b) indicate that such a weakening of the SAO in this region causes a negative trend of the sea ice cover.

How trends and variability of the wind field and temperature are related to the sea ice cover will be further explained in chapter 5. Next, I will describe the single forcing terms of the wind field which are important in order to understand the processes that take place in the Antarctic boundary layer in the coastal areas, over the ice shelves, and the sea ice covered ocean.

4.3 The Forcing Terms of the Wind Field

I have already described the single forcing terms of the Antarctic boundary layer momentum and how their magnitude can be estimated in theory in chapter 2.2. In this section, I will show the horizontal distribution of these terms as they were derived from the model simulation. Ideally, these terms would explain the near-surface wind field in the coastal regions of Antarctica and over the sea ice covered ocean,
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Figure 4.13: Decadal trend of surface pressure and associated trend of surface layer wind field per decade. The gray contour line denotes the average observed sea ice edge and the green and black contour lines indicate the 90% and 99% confidence level, respectively.
and its long-term changes and variability. However, to anticipate the outcome, an analysis of the changes and the variability is not possible in this thesis. The methodology to deduce these terms, that I have described in chapter 2.2, has several drawbacks for this study which I will also outline in this section. I will briefly describe and interpret the mean state of these forcing terms similar to the study performed by van den Broeke and van Lipzig (2003a) with a previous version of RACMO and a horizontal resolution of about 55 km for the period 1980 to 1993 and compare the results. Despite the problems with the methodology, the analysis of the forcing terms gives valuable insights for my thesis. Furthermore, I will restrict the analysis to the average fields of the winter month July as I am mostly interested in a general understanding of the momentum budget during a month with high sea ice cover.

The strong and persistent longwave radiative cooling over the slopes produces large amounts of cold air that are drained down the slopes by the katabatic winds. In chapter 2.2 I formulated the relation between the negative buoyancy induced by the surface temperature deficit to the katabatic flow (cf. equation 2.15). The surface layer potential temperature deficit for the average month of July is illustrated in figure 4.14(a). As already illustrated by the temperature inversion in figure 4.8, a surface deficit is present over the sea ice covered ocean and the continent. Over the open ocean we mostly find an unstable boundary layer caused by the heating from the ocean. In some coastal areas the surface deficit decreases to almost zero or it even gets positive in the south-western Ross Sea. I have already mentioned the open water areas in this region that heat lowest atmosphere. As expected, the surface deficit is large over the ice shelf, comparably small over the slopes, and very large in the interior.

![Figure 4.14: Average July (1989 to 2006) simulated surface layer potential temperature deficit (a) and resulting katabatic wind forcing with associated wind vectors that are balanced with the Coriolis force (only every fifth vector is plotted) (b). The green contour line denotes the sea ice edge.](image-url)
of the cold air drainage from the ice sheet into coastal areas.

We can see that the katabatic forcing increases towards the slopes even though the surface layer deficit decreases. Along the coast where the topography can be really steep and along the Transantarctic Mountains the forcing gets really strong. The average calculated wind speeds may exceed 60 m s$^{-1}$. In consideration of the total wind speed, this is rather high. Consequently, there must be a force next to the surface friction that leads to a forcing in the opposite direction. Further, the wind vectors in these steep regions show a varying direction due to the local variation of the aspect of the topography. In general, patterns agree very well with the findings by van den Broeke and van Lipzig (2003a) for the period 1980 to 1993. The higher resolution of the simulation used in this thesis has two effects: firstly, the magnitude of the forcing and the wind speed is slightly higher in some regions due to increasing surface slopes, and, secondly, the spatial patterns are more detailed, especially along the Transantarctic Mountains.

The forcing by the large-scale circulation can be subdivided into two driving mechanisms: one is the influence of the flow above the TDL on the near-surface winds, and the other is the horizontal gradient of the extrapolated background profile with an associated thermal wind effect (van den Broeke and van Lipzig, 2003a). The height of the 500 hPa level (above the TDL) is illustrated in figure 4.15(a). It shows that the large-scale westerlies of the polar vortex are induced by a strong gradient of the pressure towards the pole. Around the pole we can find a strong asymmetry of the pressure distribution. This results from the asymmetry of the orography of the Antarctic continent with the high East Antarctic Ice Sheet that almost reaches up to these levels. It cools the upper atmosphere and increases the pressure. Furthermore, regions with lower surface elevation that are closer to the pole, such as the Ross Ice Shelf, show a very low elevation of the 500 hPa level (van den Broeke and van Lipzig, 2003a).

Figure 4.15 shows the average July surface layer large-scale forcing and wind field that was calculated with the extrapolation of the temperature and wind profile to the surface as I have described in chapter 2.2. In this case the model layers 23 (about 3.1 km high) to 20 (about 4.4 km high) have been used for the linear fit of the background potential temperature profile. In the resulting forcing field, the westerlies
are clearly dominant over the northern parts of the Southern Ocean. Further south, one can identify the
circumpolar pressure trough where the forcing and the wind speed are low. Over the continent and in
coastal areas in particular the flow is mostly easterly. This anticyclonic circulation is mainly related to a
large-scale background temperature gradient between the East Antarctic continent and the surrounding
ocean. Van den Broeke and van Lipzig (2003a) isolated the effect of the horizontal gradient of the
background temperature profile (cf. their figure 6). Interestingly, this large-scale circulation enhances
the easterly winds along the slopes of the ice sheet that are present due to the katabatic forcing (cf. figure
4.15(b)). Moreover, it increases the export of colder continental air into a narrow band along the coast
over the sea ice.

Spatial patterns of the large-scale forcing in the study by van den Broeke and van Lipzig (2003a) (cf.
their figure 7) are somewhat different to those retrieved here. The strength of the westerlies with a forcing
of about 4 to 5 m s$^{-1}$ h$^{-1}$ is similar (note the different scale). However, across the Antarctic Peninsula
the forcing is lower in figure 4.15(b). Regions of strongest large-scale forcing in figure 4.15(b) are the
coastal band from Wilkes Land to the Amery Ice Shelf, eastern Dronning Maud Land, parts of the East
Antarctic ice sheet just west of the Transantarctic Mountains, and the Ross Ice Shelf and south-western
Ross Sea. In the latter region, the forcing exceeds 6 m s$^{-1}$ h$^{-1}$ and might be as high as 10 m s$^{-1}$ h$^{-1}$.
In the southern part of the Ross Ice Shelf the forcing is the strongest and decreases towards the north
but stays strong also over the south-western Ross Sea. Winds are mostly southerly to south-easterly and
seem to follow the range of the Transantarctic Mountains. The effect is the strongest within a distance
of about 200 to 300 km from the mountains and decreases further away.

The elevation of the 500 hPa level shows a strong gradient west to the Transantarctic Mountains which
means that the stronger forcing on the eastern East Antarctic ice sheet is caused by the large-scale
circulation in the upper atmosphere. East of the Transantarctic Mountains, on the Ross Ice Shelf and
adjacent sea ice, however, no strong gradient of the 500 hPa level is visible that might cause the southerly
flow. Figure 6 of the study by van den Broeke and van Lipzig (2003a), that shows the horizontal gradient
of the background temperature profile, suggests that the winds are forced by a thermal gradient with
lower upper atmospheric temperatures closer to the Transantarctic Mountains. The cyclonic motion over
the Ross Ice Shelf induces a flow that is rather directed towards the mountain range than away from
it. This set up of temperature gradient and large-scale wind field correspond to a phenomenon that is
referred to as barrier wind effect that I introduced in chapter 2.2. Along the other large barrier, the
Antarctic Peninsula, we can only notice a very small increase of the forcing over the western Ronne Ice
Shelf and the adjacent ocean. This is very likely related to the same effect. I will analyze these wind
systems further in the next section (4.4).

Before studying the wind field associated with the horizontal and vertical thermal gradients over the ice
shelves in more detail, one needs to consider the thermal gradients that are present within the TDL. This
can be studied by deriving the thermal wind forcing as I have described in chapter 2.2 and which should
not be confused with the large-scale forcing induced by the gradient of the background temperature
profile. Figure 4.16(a) shows the average July TDL and figure 4.16(b) shows the thermal wind forcing
that is associated with the gradients of the TDL as well as the related geostrophic wind vectors. The
overall thickest TDL is situated over the Ronne-Filchner Ice Shelves and the adjacent sea ice. It is slightly
thicker towards the peninsula. This cold air pooling induces an anticyclonic thermal circulation around
the ice shelves with a stronger forcing on the western side. On the slopes around the ice shelves the
thickening of the TDL causes a force that counteracts the katabatic forcing and, hence, decelerates the
flow. In the south-eastern Weddell Sea, along the coast, the thermal gradient leads to a south-westerly
wind forcing. This is probably the reason why the overall coastal anticyclonic wind field around the
continent that we have seen in figure 4.10 is interrupted in this region. In the most western part of
the Weddell Sea the thermal gradient is associated with a slight easterly forcing towards the Antarctic
Peninsula.

Further, one can identify a local thickening of the TDL off the Amery Ice Shelf, and in coastal George V
and Adélie Lands. In the latter region figure 4.16(b) shows a strong easterly wind forcing that amplifies
the overall easterly winds in this region. The local thickening of the TDL over the sea ice coincides with
4.3 The Forcing Terms of the Wind Field

Figure 4.16: Average July (1989 to 2006) simulated surface layer temperature deficit layer (a) and resulting thermal wind forcing with associated wind vectors that are balanced with the Coriolis force (only every seventh vector is plotted) (b). The green contour line denotes the sea ice edge.

the confluence zones of the katabatic winds in coastal areas (cf. Parish and Bromwich, 1987). In general, the TDL is thicker over the sea ice than over the surrounding ocean. This implies an easterly geostrophic wind forcing along the sea ice edge. In regions where the sea ice extends as far as the westerly winds, the thermal gradient of the TDL dampens the westerlies. In those regions where the ice edge is closer to the coast it amplifies the easterlies. Overland et al. (1983) study the marginal ice zone wind and temperature fields in detail and point out that also the surface roughness of the sea ice is important because it can lead to off-ice winds along the margin when the roughness is large which would imply a sea ice divergence.

Over the Ross Ice Shelf and the south-western Ross Sea there is a strong gradient of the TDL with a shallower or even positive TDL towards the Transantarctic Mountains. This gradient induces a rather strong north-westerly wind forcing with geostrophic wind speeds exceeding 15 m s$^{-1}$. In consideration of the total southerly to south-easterly winds in this region this seems to be a rather high value as it would compensate for almost the total large-scale forcing depicted in figure 4.15(b). It is rather intriguing that the TDL has such large positive values along the mountain range. A positive TDL in absence of radiative heating is only possible due to a very strong vertical advection which seems rather unrealistic to reach such high values. This hints at the failure of the extrapolation procedure. Even though the extrapolation might not give a good estimate, the temperature gradient within the TDL with a decreasing strength towards the mountains is of opposite direction to the large-scale temperature gradient which induces the southerly flow. Apparently, the temperature gradient across the ice shelf leads to a change of the forcing with height.

Beside the positive TDL over the Ross Ice Shelf there are also regions with positive values along coastal Dronning Maud and Enderby Lands. The TDL strength is very sensitive to the amount and height of model layers that are used to fit the background profile. By having studied several cases (not shown here), I conclude that it is not possible to find a fixed set of layers that seem to provide reasonable results over the whole domain. Choosing a higher set of layers gives better results over the ice shelves. However, then, the procedure fails over the sea ice covered ocean and the overall strength decreases considerably. This means that processes induced by the surface cannot be captured any longer.
4 SIMULATED ATMOSPHERIC BOUNDARY LAYER PROCESSES

Another indication that the retrieval of the momentum budget in this study only provides a qualitative understanding rather than giving accurate quantitative estimates is given by a comparison of the sum of all major forcing terms with the total wind speed given by the model. Van den Broeke and van Lipzig (2003a) report a correlation coefficient of 0.94 for the average month of July (1980 to 1993) between the vector mean wind speed and the sum of the katabatic, large-scale, thermal wind, and horizontal and vertical advection forcing terms which are the active forcing terms. Further, they state that advective terms are really small. Here, I did not explicitly solve the advective terms and the correlation coefficient between the vector mean wind speed and the sum of the katabatic, large-scale, and thermal wind forcing terms is only 0.48. The reason why the procedure fails in this case is probably due to the increased resolution. A higher resolution implies that advection plays a more important role and that the structure of the boundary layer gets more detailed in the horizontal and vertical which probably results in the failure of the extrapolation procedure.

Within the course of research for this thesis, I have attempted to develop a new algorithm for the extrapolation procedure. This algorithm first determines the height of the lowest temperature inversion for each grid box. Next, it fits a linear potential temperature profile through the four layers just above the height of the inversion and determines the goodness of the fit. It, then, moves upward the four fitting layers until the error minimizes. This leads to an optimized set of fitting layers for each grid box.

The resulting surface layer potential temperature deficit and deficit layer for the average month of July are shown in figure 4.17. Comparing figures 4.17(a) and 4.14(a), it shows that the surface layer temperature deficit does not change much and is, consequently, not very sensitive to the set of layers used for the extrapolation. The TDL, however, changes considerably (cf. figures 4.17(b) and 4.16(a)). First of all, the positive values over the continent turn into very small negative values (which seems more realistic). This also means that the derived thermal wind forcing in figure 4.16(b) is probably overestimated over the Ross Ice Shelf. Secondly, the TDL over the steeper coastal continent where the inversion height was found to be very low gets rather shallow which also seems reasonable. Nevertheless, new problems arise. There are obvious jumps in the TDL where the set of layers that are used for the fitting change. These induce very strong artificial horizontal gradients that affect the retrieval of the large-scale and thermal wind forcing and make a derivation of the momentum budget impossible. In order to find a solution to this problem further research is necessary. One suggestion might be to find a mathematical function that changes the height that is used for the extrapolation more gradually in the horizontal.

I will now turn the discussion to the dynamics related to the cold air pooling on the ice shelves. In figure 4.17 we can notice that the strength of the surface layer deficit over the Ronne-Filchner Ice Shelves decreases towards the Antarctic Peninsula and the TDL strength increases in the same direction. This means that the structure of the vertical temperature profile changes across the ice shelves. The depth of the cold air pooling is shallow on the eastern side and the deficit is rather strong. In the west it is much higher but the deficit decreases. Over the Ross Ice Shelf this seems to be different; the surface layer deficit is also stronger in the east, away from the topographic barrier but, here, the TDL also decreases towards the mountains. In order to gain insights into these structures we will need to consider the vertical profiles.

4.4 Cold Air Pooling Along Topographic Barriers and Associated Flow

In chapter 2.2 I have shown that so-called barrier winds can develop along the Antarctic Peninsula and the Transantarctic Mountains. I will now analyze the effect of the mountain ranges on the cold air pooling and the related wind field. The reason to focus on these processes is that in these regions we find rather strong and persistent southerly winds that export cold continental air over the sea ice and might have a profound effect on the sea ice dynamics and formation. I will try to use the theoretical concept to explain the model output. We could already see in the previous section (4.3) that the winds are much stronger and more persistent over the Ross Ice Shelf and Ross Sea than along the east coast of the Antarctic Peninsula. Consequently, I will focus more on the effect of the Transantarctic Mountains.

The surface layer temperature deficit in figure 4.17(a) was found to be higher on the eastern side of the
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Figure 4.17: Average July (1989 to 2006) simulated surface layer potential temperature deficit (a) and temperature deficit layer (b) retrieved with an algorithm that detects the most suitable set of layers for the extrapolation of the background layer for each grid point. The green contour line denotes the sea ice edge.

Ronne and Ross Ice Shelves. This is caused by higher surface layer southerly wind speeds in winter on the western side (cf. figure 4.10(b)) that are responsible for stronger cold air export from the ice shelves. Whereas over the Ronne Ice Shelf the TDL is slightly thicker towards the west, it is thinner towards the barrier over the Ross Ice Shelf. This gradient seems to be counterintuitive as we would expect a thickening cold air layer towards the mountain range by a tendential westward transport of cold air due to the large-scale anticyclonic motion over the ice sheet. It should be kept in mind that the TDL is mostly determined by the lowest layers where the temperature deficit is the strongest and that the contribution of the higher atmosphere is rather small. The temperature gradients that are related to gradients in the higher atmosphere are reflected in the large-scale forcing that shows a clear amplification of the wind speed towards the barriers induced by a horizontal gradient of the background temperature profile with lower temperatures towards the barrier. Consequently, the accumulation of cold and stable air in front of the barrier is present only over very large horizontal and vertical scales.

Close to the surface on the Ross Ice Shelf the east-west gradient of the temperature deficit counteracts the southerly flow. One would expect this effect to vanish higher up in the atmosphere and the large-scale temperature gradient to dominate. Figures 4.18(a) and (b), consequently, show the large-scale and thermal wind forcing respectively as in figures 4.15(b) and 4.16(b) but for the model layer 30 which is about 1 km above the surface (note that the scale is the same). They illustrate that the large-scale forcing close to the two mountain ranges at this height is still almost as strong as at the surface and that the thermal wind forcing induced by the TDL has almost vanished. Further, we can notice that over the Weddell Sea the large-scale forcing turns more and more westerly whereas a southerly flow prevails over the Ross Sea. This shows that the barrier effect on the eastern side of the Antarctic Peninsula is not as strong as the one over the Ross Sea and Ice Shelf. The reason is that the Antarctic Peninsula with a height of about 1500 to 2000 m a.s.l. is not as high as the Transantarctic Mountains which exceed 2000 m a.s.l. and where the East Antarctic ice sheet to the west provides additional shielding from other influences.

The vanishing of the horizontal TDL gradient with height means that the wind speed must be increasing
up to a certain height above the surface. However, also the large-scale background temperature gradient
decreases with height and the southerly forcing vanishes at about 3000 m a.s.l. in the south-western Ross
Sea (not shown). Consequently, there must be a boundary layer jet close to the Transantarctic Mountains
that forms due to changing horizontal temperature gradients. Figure 4.19(a) shows the mean July wind
speed component that is perpendicular to the Ross Ice Shelf edge and is defined as positive from the ice
shelf towards the ocean. The wind reaches a speed of up to 10 m s\(^{-1}\). At the surface the wind speed
only reaches a value of about 5 m s\(^{-1}\). Moreover, we can identify three wind speed maxima. The most
northern two are probably associated with the topographic indentations and the most southern one might
be related to the narrowing of the ice shelf and an increasing gradient or to an inertia of the katabatic
confluence zone. As soon as the western barrier is not present anymore in the north, the southerly wind
speed decreases over the central Ross Sea. Also noticeable is that the wind speed maximum occurs at a
distance of about 100 to 300 km from the mountain range.

Similar as over the Ross Ice Shelf and Sea highest barrier parallel wind speeds are visible close to
the mountain range in figure 4.19(b) over the Ronne Ice Shelf and the adjacent sea ice. The Antarctic
Peninsula clearly alters the flow pattern and amplifies the off-shore winds. Again, at the topographic
indentation, where the air is forced around the mountains, we can observe the highest wind speeds.
Another maximum occurs at the southern edge of the ice shelf where probably again the katabatic inertia
is the reason.

The vertical profile for the average July fields of potential temperature, ice shelf edge perpendicular
wind speed, and pressure along the Ross Ice Shelf edge (indicated in figure 4.19(a) by the red and gray
lines) is shown in figure 4.20(a). The potential temperature, in color, shows the cold air pooling on the ice
shelf. The coldest air with a large temperature deficit can be found just above the surface. Further, one
can observe that the isentropes are tilted. Close to the surface they decrease towards the Transantarctic
Mountains and higher up in the atmosphere they increase towards the mountains until a rather short
distance (about 10 to 50 km) away from the mountains. Then, they decrease again. This lowering of the

Figure 4.18: Average July (1989 to 2006) simulated large-scale wind forcing with associated geostrophic wind
vectors (only every eighth vector is plotted) (a) and thermal wind forcing with associated geostrophic wind vectors
(only every seventh vector is plotted) (b) for the model layer 30 at about 1 km above the surface. The green
contour line denotes the sea ice edge.
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Figure 4.19: Wind speed component perpendicular to the edges of the Ross Ice Shelf (a) and the Ronne-Filchner Ice Shelves (b) at model layer 32 at about 600 m above the surface for the average month of July (1989 to 2006) which is defined as positive directed from the ice shelf towards the sea. For illustration purposes all data with a surface elevation above 250 m a.s.l. has been removed. The green contour lines indicate the ice shelves. The red and gray lines denote the transects that are used for the profiles shown in figure 4.20. The gray lines are the parts of the transects situated on the ice shelves.

isentropes very close to the mountains is likely related to downward mixing of upper atmospheric air due to subsidence. The subsidence is probably induced by the gravitational forcing along the steep slopes of the mountains.

The white contours in figure 4.20(a) that show the isobars are also slightly tilted and are increasing towards the mountains. This illustrates the large-scale pressure gradient across the ice shelf that I have already mentioned in section 4.2. The resulting wind field is shown by the gray contours where positive values have the same definition as in figure 4.19(a). Despite the general southerly wind direction we can identify a clear jet with maximum at about 400 to 600 m above the surface. The maximum coincides with the region where the isentropes diverge and the sign of the horizontal temperature gradient changes. Apparently, the lowering of the isentropes towards the mountains close to the surface is related to the higher wind speeds in this region that are the cause for a stronger export of cold air from the ice shelf. The tilting of the upper atmospheric isentropes is caused by an easterly large-scale forcing component (higher pressure over the continent and lower pressure over the ocean) that pushes the cold and stable air on the ice shelf towards the mountains. Due to its high stability it is not able to cross the mountain range and, instead, accumulates on the western side of the ice shelf.

The strong southerly barrier winds over the Ross Ice Shelf that persist on average over the whole winter have been studied already by many authors and the phenomenon is also commonly referred to as Ross Ice Shelf Air Stream (RAS) (O’Connor et al., 1994; Parish et al., 2006; Schwerdtfeger, 1984; Seefeldt and Cassano, 2008; Seefeldt et al., 2007; Steinhoff et al., 2009). When considering a smaller timescale than monthly means, it becomes clear that this system is very variable and might vanish completely. All the studies that I have mentioned before relate the development of the system to synoptic scale cyclones that pass in front of the ice shelf and end at the climatological Amundsen low. Consequently, the frequency of the occurrence of the barrier wind system depends on the cyclonic activity in the Ross Sea but also on the amount of cold air that is situated on the ice shelf and is responsible for the formation of the jet.
Even though the system in the south-western Weddell Sea is much weaker, it shows similar patterns. However, the large-scale forcing in this region, first of all, is not as strong as in the Ross Sea and, secondly, the mean flow has hardly any easterly component towards the barrier (cf. figures 4.9 and 4.10). Consequently, there is no pronounced driving force that leads to a piling up of cold air on the western side of the ice shelf. Figure 4.20(b) shows a cross-section along the Ronne (on the right) and Filchner (on the left) Ice Shelves. Cold air that is pushed towards the Antarctic Peninsula as it was the case on the Ross Ice Shelf, is not visible in the figure. To the east (left), the ice sheet rises high up and we can clearly see the cooling effect of the ice sheet on the lower atmosphere. Nevertheless, the Antarctic Peninsula causes an accumulation of a thick layer of cold air over the ice shelf. The large-scale forcing leads to a stronger export of cold air near the surface on the western side which is very similar to the Ross Ice Shelf. As a consequence, the isentropes close to the surface are lowering towards the mountains which counteracts the large-scale forcing and decelerates the flow. No clear barrier wind system could be identified in figure 4.20(b) but still it occurs on shorter timescales and it has been studied and described by Parish (1983) and by Schwerdtfeger (1975, 1979, 1984).

I will proceed with an analysis of the impact of the cold air pooling on the large ice shelves and the
associated southerly winds on the sea ice covered ocean of the adjacent seas in chapter 6. In this chapter I have first studied the pooling of cold air that is drained from the ice sheet slopes onto the large ice shelves and the sea ice. Subsequently, I have described the wind field in coastal regions and over the sea ice that is an important driver of sea ice dynamics and large-scale air advection. The southerly winds in the Ross and Weddell Seas are responsible for accumulation of cold continental air over the sea ice. I have identified the temperature distribution in these areas that is induced by the large mountain barriers as a cause for the southerly winds and their amplification close to the mountain range. Now, I will continue with an analysis of the sea ice cover and transport in the Southern Ocean.
5 Observed Sea Ice Cover & Dynamics

This chapter aims at providing a detailed analysis and understanding of the temporal and spatial variability, and the long term changes of sea ice properties and related processes. In the introduction to this thesis (chapter 1), I have already listed several studies that deal with the variability and trends of the sea ice cover in the Southern Ocean. I have mentioned that the spatial and temporal patterns have been already described in detail and it is well known where largest changes of the sea ice occur. Nevertheless, as my goal is to analyze the dynamical interaction, I will reveal the relation between the sea ice cover and the sea ice dynamics. Moreover, I will compare patterns of the mean state, the variability, and the trend to findings of chapter 4.

In order to account for regional differences, I will compare the overall sea ice covered Southern Ocean to the regional averages of sectors that are illustrated in figure 1.2 in chapter 1. For reasons of consistency with results of other authors (Cavalieri and Parkinson, 2008; Zwally et al., 2002), I adapted the five regions defined by Zwally et al. (1983). These are the Weddell Sea, the Indian Ocean, the western Pacific Ocean, the Ross Sea, and the Bellingshausen and Amundsen Seas. Furthermore, maps of trends and variance will provide insight into local patterns. I attempt to focus on interannual variabilities by using 12-month-running mean data. However, I will also consider the seasonal cycle and climatological values of single months.

The first sub-chapter (5.1) deals with the sea ice cover. Here, I will describe variabilities and trends of the sea ice concentration, extent, and area similar to the studies performed by Cavalieri and Parkinson (2008), Comiso and Nishio (2008), and Zwally et al. (2002). This will not show many new results as the data is of similar origin but rather aims at exploring the satellite datasets that I discussed in chapter 3.2 and in order to understand the variations.

Further, in section 5.2, I intend to describe the patterns of sea ice motion and to outline regions where the drift is strong and persistent. Then, I will proceed to investigate the redistribution of sea ice by transport. As no ice thickness data is available, the transport will be expressed in terms of sea ice area instead of mass or volume. Eventually, I will relate the characteristics of the transport variations to the sea ice extent to obtain an indication of the role that the dynamics play for the total sea ice cover.

In the last section of this chapter (5.3), I will analyze the open water area within the ice pack and implications of sea ice divergence and convergence. In chapter 2.3, I have already outlined the importance of open water areas for the formation of sea ice and I have stressed the essential role of the dynamics in this process. I will try to relate the sea ice formation to the dynamics by defining and exploring a parameter that I will refer to as ‘sea ice area production’.

5.1 Sea Ice Cover

The sea ice cover is commonly explored by studying sea ice extent and sea ice area. A definition of these two parameters is given in box 5.1. The difference between these two values is that the former also includes the open water in the pack ice and the latter changes with the changing amount of open water. This means that if the sea ice area is much lower than the sea ice extent, the ice pack includes frequent open water areas. It also implies that the sea ice area can, actually, not be larger than the sea ice extent. This might, however, still occur if the ice pack has a high concentration and the concentration thins gradually towards the edge. In this case the ice extent threshold might cut off a substantial part of very sparse sea ice cover around the edge that is still included in the total sea ice area.

Figure 5.1 shows sea ice extent and area anomalies of three different datasets in the period 1979 to 2010. All anomalies are defined with respect to the average seasonal cycle of the reference period 1989 to 2006 of the SSM/I data on the RACMO grid (in green) between the gray bars. The reference SSM/I dataset, that was already used in chapter 3.2, is also shown in blue in order to extend the time series further back in time and compare it with the here derived sea ice extent and area. Additionally, the AMSR-E sea ice anomalies are shown in brown. The differences between the SSM/I and the AMSR-E data, that I
discussed in 3.2, have here been partly taken into account by applying a correction. The AMSR-E data generally has a much higher sea ice concentration. I corrected it by defining the anomalies with respect to the average seasonal cycle between 1989 and 2006 of the SSM/I data in a first step. Secondly, the average seasonal cycle of the difference between the two datasets in the overlapping period 2003 to 2007 (here SSM/I data is only shown until 2006) has been subtracted from the total AMSR-E dataset. This procedure works well for the period 2003 to 2006 as can be seen in figure 5.1. However, no statement can be made for the later years. A detailed description of the problems that arise due to discontinuity is given by Screen (2011). If the reference dataset (blue) and the corrected AMSR-E data are merged in the year 2006 an overall time series from 1979 to 2010 results. The smoothed variability and the corresponding long-term trend of this time series are displayed in red.

### Box 5.1: Sea Ice Extent and Area, and Open Water Area

There are two key parameters that are used to express the sea ice cover. In a gridded field of sea ice concentration, which is the fraction of sea ice cover per grid box, the sea ice area \((SIA)\) of a region is the sum of the products between sea ice concentration \((c)\) and grid cell area \((A)\) of all grid cells (Cavalieri et al., 1999):

\[
SIA = \sum_{i=1}^{n} A_i \cdot c_i.
\]  

(5.1)

The sea ice extent \((SIE)\) is defined as the sum of all grid cell areas that have a sea ice concentration of at least 15% (Gloersen et al., 1992):

\[
SIE = \sum_{i=1}^{n} A_{i,c \geq 0.15},
\]  

(5.2)

The threshold fraction is rather arbitrary. Parkinson et al. (1999), Cavalieri et al. (2003) and Zwally et al. (2002) all show that the variability and trend of the sea ice extent are not sensitive to the exact definition of the sea ice edge as long as it is defined between 15 and 30% sea ice concentration. Furthermore, it is important to derive monthly sea ice extent from daily averages and not from monthly averaged sea ice concentration and grid box area because the result would be different due to the threshold (Gloersen et al., 1992). The difference between the sea ice area and extent can, then, be interpreted as the total open water area within the ice pack.

Moreover, a comparison of figures 5.1(a) and (b) shows that there are no large deviations between the interannual variability and the trend of the sea ice extent and the sea ice area. This is also reflected by a high correlation coefficient of 0.93 between the monthly anomalies of the two overall time series and a value of 0.97 for the smoothed data. Additionally, both parameters show a similar increasing trend which I will analyze in the following.

Trends are derived following the procedure that I have described in box 4.2. The overall time series (red in figure 5.1(a)) shows a significant increase of the total Antarctic monthly sea ice extent anomalies by \(0.164 \pm 0.046 \times 10^6 \text{ km}^2/\text{dec}\) at a 99% confidence level (about 1.4% of the total Antarctic sea ice extent per decade). If seasonal variations of the anomalies are removed with a 12-month-running mean filter, the trend and the uncertainty reduce to \(0.152 \pm 0.022 \times 10^6 \text{ km}^2/\text{dec}\) (about 1.3% of the total Antarctic sea ice extent per decade). The monthly sea ice area anomalies have a similar overall positive trend of \(0.153 \pm 0.042 \times 10^6 \text{ km}^2/\text{dec}\) (about 1.8% of the total Antarctic sea ice area per decade). We can further observe that the sea ice extent anomalies strongly increase in the last five years which only becomes obvious when considering the corrected AMSR-E dataset (in brown) which has an overall increase of \(0.518 \pm 0.442 \times 10^6 \text{ km}^2/\text{dec}\) at a 90% confidence level (about 4.5% of the total Antarctic sea ice extent per decade). As this trend is retrieved over a relatively short period of time, its large value also results from
Figure 5.1: Time series of monthly sea ice extent (a) and area (b) anomalies for the total Southern Ocean for different data sets for the period 1979 to 2010 with respect to the average seasonal cycle of the period 1989 to 2006 of the SSM/I data on the RACMO grid (in green). The reference SSM/I dataset (1979-2006) by Stroeve and Meier (updated 2011, updated in 2010) is shown in blue. Anomalies derived from the AMSR-E dataset are given in brown and had been adjust for an offset (see text). The overall smoothed interannual variability is shown in red by a 12-month-running mean and the corresponding estimated trend. The change between the SSM/I data and the AMSR-E data occurs by the end of the year 2006.

a minimum of the interannual variability in 2006 which is reflected in the large statistical uncertainty. The reference dataset gives a rather robust increasing signature with $0.114\pm0.052\cdot10^6$ km$^2$/dec at a 99% confidence level for the period 1979 to 2006 (about 1.0% of the total Antarctic sea ice extent per decade). This is in line with results reported by Cavalieri and Parkinson (2008). As I have discussed in 3.2, I will mostly use the SSM/I data on the RACMO grid for the period 1989 to 2006 that is shown in green in this thesis. Even though the correction of the discrepancies between the AMSR-E and the SSM/I datasets seem to be reliable in this time series, it will not be possible to achieve the same accuracy on a smaller spatial scale where less data points are available (consider also Screen, 2011). Finally, the monthly SSM/I sea ice extent anomalies on the RACMO grid (in green) show a positive trend of $0.143\pm0.090\cdot10^6$ km$^2$/dec at a 95% confidence level (about 1.3% of the total Antarctic sea ice extent per decade).

In spite of large uncertainties about the absolute values of the trends over the last three decades, it is clear that the overall Antarctic sea ice cover has been increasing. Due to a lack of measurements, it is not really possible to make reliable statements on how long this increase has been present. By using earlier satellite data that are less reliable and exist since the early 1970s Cavalieri et al. (2003) conclude that
5.1 Sea Ice Cover

The current positive trend should be seen in perspective to a very strong decline of the sea ice extent in the early 1970s. A model study by Goosse et al. (2009) even suggests that the decline might have been persisting throughout most of the last century. Several authors list a decline of the Antarctic sea ice over the past hundred years by comparing current values to observations by ships. A summary of these findings is given by Mayewski et al. (2009).

Next to the long-term increase in the last decades, the sea ice cover is subject to a large interannual variability which becomes apparent by examining the 12-month-running mean (in red in figure 5.1). It can be studied by considering the residuals after subtracting the trend from the anomalies. In figure 5.1, it can be seen that the amplitude of the variations in the 1980s was somewhat larger than in the early 1990s. It increased again in the late 1990s, and became even larger in the period of the AMSR-E dataset. It is unclear whether the latter increase can be associated with the change of the instrument. The standard deviation of the period between 1979 to 2006 is with about $0.39 \times 10^6$ km$^2$ slightly higher than the one in the period 1989 to 2008 with about $0.35 \times 10^6$ km$^2$ which is induced by the rather low variability in the early 1990s and higher variations in the 1980s.

![Power spectra of the sea ice extent anomaly residuals for the time series 1979 to 2010 (a) and 1989 to 2006 (b). Obtained by computing the Fourier transform function from the 12-month-running mean data. The gray bar indicates the frequency limit imposed by the running mean filter (1/12 month$^{-1}$). The red dashed line is the average power until the limit. In the left figure (a), there is a peak at a period of about 4.7 years with a corresponding lower 99% confidence bound in green. Further, there are two significant peaks at 14.2 and 3.3 years (in blue). For the shorter time period (b) there is only one significant peak at 4.3 years at a 99% confidence level.](image_url)

The interannual variabilities of the residuals of sea ice extent anomalies in the periods 1979 to 2010, and 1989 to 2006 are presented in figure 5.2 in form of power spectra which I have derived with a Fourier transform function (Trauth and Sillmann, 2010). The significance of the peaks is estimated by comparing the 99% confidence interval to the mean power of the resolved frequencies using a $\chi^2$-test (Warner, 1998). In the longer time series, there are three significant peaks at a period of about 14.2, 4.7, and 3.3 years, where the 4.7 years period is dominant. In contrast, the shorter time series only resolves the latter peak that has a period of about 4.3 years. Consequently, this is the only interannual variability that can be studied with this dataset. This is reflected in figure 5.1(a) by either positive or negative anomalies that typically last for 2 to 3 years. Between 1989 and 2006 there have been three strong positive anomalies (1994 to spring 1996, 1998 to spring 2001, 2003 to spring 2005) and four weaker negative anomalies (early 1990s, spring 1996 to 1997, spring 2001 to 2002, spring 2005 to 2006).

The Antarctic sea ice cover has a very strong seasonal cycle with a minimum extent in February and a maximum extent in September (cf. figure 5.3(a) and (b)). During summer the sea ice almost completely melts except for some ice cover along the East Antarctic coast and in the Bellingshausen and Amundsen Sea sectors as well as a substantial ice pack that persists in the south-western Weddell Sea. In September,
largest extents of the ice pack are situated in the Weddell and Ross Seas. The overall highest sea ice concentration occurs in the south-western Weddell Sea where thick multiyear ice can be found. The coastal regions of the wintertime ice pack are frequently interrupted by low sea ice concentrations that are coastal polynyas.

The growth and decay of the Antarctic ice pack is shown in figure 5.4. It has been derived by, first, calculating the change of sea ice area per grid cell from one day to the other, then, summing up all grid cells, and, at last, calculating the average for each day of the year throughout the total time period. The seasonal cycle is mainly determined by the surface energy balance as I have discussed in chapter 4.1. Figure 5.4(a) illustrates that the overall growth of the ice pack starts by the end of February when the ocean surface regionally becomes subject to strong cooling (cf. figure 4.3(a)). It peaks in late April and early May when most of the open ocean is covered with ice again. Hereafter, the growth rate continuously decelerates. In late September the ice slowly starts to melt from the ice edge. The melt rate accelerates quickly during this period which is owing to the ice-albedo feedback (cf. chapter 2.3). It peaks in early December and, then, decreases again as the total ice area strongly reduces and the ice pack disintegrates.

By comparing figures 5.4(b) to (d), that show the 20-days running mean rates of area change for the Ross, Bellingshausen and Amundsen, and Weddell Seas respectively, one cannot only observe a different amplitude of the growth rate but also a different phasing. The strongest autumn increase of the growth rate occurs in the Ross Sea and peaks already in late March and early April which is much sooner than in the other regions. In the southern Ross Sea, adjacent to the Ross Ice Shelf, the large open water region that was formed in summer (cf. figure 5.3(a)) freezes first which is owing to the very negative atmospheric surface energy balance (cf. figures 4.3(a) and (b)). This also implies that the ice pack is formed much sooner in the Ross Sea. The overall largest growth rate, however, occurs in the Weddell Sea in May which is caused by the large total sea ice area of this sector. We can further observe that there is a dip in the growth rate in August for the Ross and Weddell Seas and even a loss of ice in the Ross Sea sector. As the surface still experiences cooling by the atmosphere at this time of the year, this is owing
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Figure 5.4: Average annual cycle of the daily rate of change of sea ice area (growth and decay rate) over the period 1989 to 2006 for the total Southern Ocean (a) and three sectors (b to d). Blue indicates the growth (or gain) and red the decay (or loss). The brighter colors for the total (a) are daily values and the darker colors are smoothed daily values with a 20-days running mean filter.

to other factors that I will discuss in the next section (5.2). Moreover, the earliest onset of the ice decay occurs in the Bellingshausen and Amundsen Seas sector in late August and the latest decay occurs in the Ross Sea. This points out that processes that trigger sea ice growth and decay are essentially different in these regions even on a seasonal basis.

The different growth and decay rates in the different regions of the Southern Ocean lead to a inhomogeneous pattern of sea ice cover in space and time. Consequently, in the following, I will discuss the interannual variabilities and trends for the different regions separately and I will also consider the differences in the long-term changes at different times of the year. Therefore, figure 5.5 shows the mean seasonal cycle of the sea ice cover (left), the monthly sea ice extent anomalies with respect to the mean seasonal cycle and the according 12-month-running mean and trend (middle), and the monthly trends of the sea ice extent and area (right) for each region. The spatial distribution of the variability is illustrated in the maps 5.6(a) to (e) for the whole year and each season respectively. They show the variance of the residuals of the sea ice concentration anomalies which can be used to detect regions of highest interannual variations (cf. box 4.1). The third set of figures that I am going to use here are the maps 5.7(a) to (e) that show the overall and seasonal trends of the sea ice concentration per gridbox.

I have already elaborated on the total Antarctic sea ice cover in the beginning of this section. However, for the sake of completeness, it is shown again in figure 5.5(a). In the right panel one can observe that the increasing sea ice extent and area mainly results from a strong increase in the second half of the year, in the months June through November. During summer and spring only a slight but insignificant positive trend is depicted.

The Ross Sea sector has the second largest wintertime sea ice extent and area, and the longest sea ice covered season of the Southern Ocean as it becomes apparent in the left panel of figure 5.5(b). This long season is related to the early onset of growth and late onset of decay as it was discussed before. Further, the time series indicates that the Ross Sea ice cover is subject to very large interannual variability. The sea ice concentration variance of the Ross Sea in figure 5.6 shows that this interannual variability occurs mostly in the south-eastern part of the sector, where the ice edge varies strongly in winter and spring. Here, the sea ice forms a bulge that might extend as far as 60° S. Not much variability takes place in the rest of the sector except for a slightly higher variance in summer along the coastline in the east.

The sea ice extent of the Ross Sea shows an overall increase of about 6.59±6.53x10^4 km^2/dec at a 90% confidence level (about 2.3% of the Ross Sea sea ice extent per decade) which is the strongest and only significant increase of all sectors. In the right panel of figure 5.5(b) one can observe that the increase is strongest in the season of the ice pack growth, even though it is not significant on a monthly basis. In consideration of figure 5.7(a), one can identify two major areas of significant increase in the western Ross Sea. The ice edge seems to advance further northward in the north-west. This signal is present throughout all seasons, except for summer, and seems to penetrate eastward in spring. Another region of
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increase can be found close to the Ross Ice Shelf which is mainly due to a higher sea ice concentration in summer and autumn. This is probably related to a summertime cooling trend in the lower atmosphere in this region which we can observe in figure 4.7(e). In contrast, in the eastern Ross Sea, a rather strong negative trend occurs in spring and summer which is mostly insignificant due to the high interannual variability that is present in this region.

The overall trend in the Bellingshausen and Amundsen Seas is slightly negative which is, however, insignificant (cf. figure 5.5(c)). Cavalieri and Parkinson (2008) report a strongly negative trend for this sector which is mainly related to a significant decrease in the period 1979 to 1989 which is not considered here. Interestingly, the trend depends on the season, as one can detect in the right panel of figure 5.5(c), with an increase of the autumn sea ice cover and a decrease in winter and spring. This pattern also occurs in figures 5.7(b) to (e). Along the west coast of the Antarctic Peninsula sea ice cover increases year-round. In contrast, in the Amundsen Sea the spring decrease is significant. It is quite likely that this trend is coupled to increasing temperatures in the atmospheric surface layer that are visible in the simulated temperature trend in figure 4.7(e). A modeled increased advection of warmer air masses from lower latitudes in winter and spring (cf. figures 4.13(c) and (e)) result in higher temperatures. The effect on the sea ice in winter, however, is not as strong as in spring because the temperatures are mostly well below freezing and a negative ice concentration trend occurs only at the ice edge in the Amundsen Sea and eastern Ross Sea. In spring, the higher temperatures enhance the melting of the sea ice and trends get more negative. Increasing temperatures imply a thinner ice cover which increases the heat conduction from the ocean through the ice and warms the atmosphere even further. Consequently, once the ice starts to melt or just less sea ice freezes a positive feedback is induced. By studying the interannual variability in figure 5.6, a rather high variation of the ice edge becomes apparent in winter and spring. However, we cannot observe such a pattern in the variance of the potential temperature (cf. figure 4.6). Accordingly, other processes must be responsible for these variations.
Figure 5.6: Variance of detrended sea ice concentration anomalies. Dashed gray lines denote the five sectors.
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![Decadal trend of sea ice concentration anomalies](image)

#### (a) 1989-2006

- **Figure 5.7**: Decadal trend of sea ice concentration anomalies. Dashed gray lines denote the five sectors, and the green and black contour lines indicate the 90% and 99% confidence level respectively.
In the Weddell Sea the wintertime sea ice extent is the largest and subject to large interannual variability. Figure 5.6(a) shows that these variations mainly take place in the western Weddell Sea at the ice edge just north-east of the Antarctic Peninsula and off the coast of Coats Land. Most of the variability takes place in summer and autumn. At the ice edge, however, there are also substantial variations in winter. In springtime one might notice that the variance at the ice edge in the north-east of the Weddell Sea is rather large where a bulge occurs which we can also observe in the Ross Sea. Just south-west of this bulge a further region of significant sea ice concentration increase is situated which is mainly owing to an increase in winter and spring as illustrated in figure 5.7, in contrast to a decreasing ice cover in the western Weddell Sea. There, the strongest decrease occurs in autumn with significant values along the north-east coast of the Antarctic Peninsula. Further, one can observe that the ice pack in the south-west, which is the largest ice pack in summer, has a small and insignificant negative trend. This could be related to an increasing temperature over the Ronne and Filchner Ice Shelves and the adjacent sea as displayed in figure 4.7(e).

As I have already mentioned, there is an area of high variance in the north-eastern Weddell Sea at the ice edge where the sea ice extents further north. This bulge seems to propagate eastward from winter to spring into the Indian Ocean sector. Here, the highest variability in this sector is present together with a slightly increased variance along the ice edge in most of the sector during winter and spring (cf. figures 5.6(c) and (d)). The left panel in figure 5.5(e) shows that the seasonal cycle of the sea ice extent in the Indian Ocean sector peaks rather late in late September and early October. This is probably related to the propagation of the bulge from the Weddell Sea sector into the Indian Ocean sector and will be further discussed in the next section (5.2). The middle panel reveals a small and insignificant increase of the sea ice extent in this sector. However, on a monthly basis (right panel) a seasonally varying trend becomes apparent with a decreasing ice extent from January to June and an even stronger increasing ice extent from July to November. This pattern is confirmed by figure 5.7 that shows that the decrease is significant along the coast of western Enderby Land which mainly occurs in summer, autumn, and winter. Figure 4.7 shows a strong increase of the surface layer potential temperature in this region which is most pronounced in winter. The reasoning, here, is very similar to that of the warming in the Amundsen Sea as figure 4.13 shows an stronger advection of warmer air from lower latitudes. The winter and spring increase of the regional average can be attributed to a positive trend along the ice edge.

At last, the Western Pacific sector shows the overall lowest ice extent and area (cf. left panel of figure 5.5(f)). The time series and the monthly trends suggest a slightly increasing sea ice extent in late winter and spring. Figure 5.7 shows that this increase is significant along the ice edge mainly off the coast of western Wilkes Land. This coincides with a slight winter and spring cooling trend in figure 4.7. It should also be noted that there is an almost year-round significant decrease of sea ice concentration along the coast of George V and Adélie Lands. These trends are strongly regionally confined but are all significantly negative. In summer all along the coast of the Western Pacific sector a high interannual variance becomes apparent in figure 5.6. Medium values of variance are present in winter along the ice edge.

Before concluding this section, I am briefly going to discuss the dominant 4-to-5-year period of the interannual variability that was determined in figure 5.2 and that is most pronounced in the eastern Ross Sea and western Weddell Sea. Figure 5.8 shows a Hovmöller diagram for the 12-month-running mean of the sea ice extent anomalies. Anomalies are calculated for each 5° longitude bin. The dashed gray line is the time where the AMSR-E dataset starts. For this period the absolute amplitude of the anomalies might not be comparable to the period of the SSM/I data as the anomalies are calculated with respect to the mean seasonal cycle of the AMSR-E data. However, the pattern should be comparable. The blue bars (160° W and 110° W) indicate the eastern Ross Sea and the green bars (60° W and 10° W) the western Weddell Sea.

White (2003) reported the same dominant 4-to-5-year period of the variability in the years 1979 through 1991 and examined the evolution of the anomalies in a longitudinal direction by filtering all higher and lower frequencies. They showed that the anomalies are also present in the sea surface temperature, the meridional wind stress, and the sea level pressure and suggest that they propagate eastward with the circumpolar current which is referred to as Antarctic Circumpolar Wave. However, their conclusion is
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Figure 5.8: Hovmöller diagram for sea ice extent anomalies (12-month-running mean) per 5° longitude. The period 1989-2007 shows the SSM/I data and the period 2007-2010 shows the AMSR-E data (divided by the gray dashed line). The blue and green lines indicate the regions compared in figure 5.9.

mainly based on one event where the eastward propagation seems apparent. It should also be noticed that sea surface temperature anomalies are not independent from the sea ice extent anomalies and it is not clear whether they are caused by the sea ice anomaly or trigger the sea ice anomaly. An interesting thought experiment is to imagine a positive sea ice extent anomaly at a certain place in the Southern Ocean in late winter. The anomaly in lower latitudes might then, propagate eastward with the circumpolar current and the westerlies, leading to a negative sea surface temperature slightly east of the sea ice anomaly as the ice melts in spring and summer. This colder ocean water freezes more quickly in autumn and trigger a positive sea ice extent anomaly further east. In figure 5.8 such a propagation of the anomaly might be detected by following lines from the lower left corner to the upper right corner. With some imagination one could identify a few such lines. However, this would need a more thorough investigation.

Another pattern that stands out in figure 5.8 is a dipole of the anomalies in the two regions of highest variance. Several strong events, such as in the years 1992 or 1999, show that the anomalies can be found in both regions at approximately the same time with an opposite sign. Yuan and Martinson (2001) analyze this pattern in detail and call it the Antarctic Dipole. A detailed statistical study revealed that

Figure 5.9: Time series (left) and scatter plot (right) of the 12-month-running mean of sea ice extent anomalies in the eastern Ross Sea (110° W to 160° W) and the western Weddell Sea (10° W to 60° W).
a relation between El Niño Southern Oscillation events and the temperature and sea ice extent anomalies is present in this dipole pattern (Yuan and Martinson, 2001). In figure 5.9 the sea ice extent anomalies of the two regions of highest variability indicated by the bars in figure 5.8 are compared. This reveals a very strong negative correlation between the interannual variability in the eastern Ross Sea and western Weddell Sea with a zero-lag correlation coefficient of -0.77 which is significant at a 99% confidence level. This suggests that the interannual variations in these regions are, indeed, linked to large-scale circulation processes in the atmosphere and the ocean.

In sum, the findings of this section showed increasing sea ice extent and area in the Southern Ocean which is mainly attributed to an increase in the western Ross Sea and eastern Weddell Sea. Nevertheless, there are also regions of significant decreasing sea ice cover in the western Weddell Sea, the eastern Ross Sea, the Bellingshausen and Amundsen Seas, and coastal areas in East Antarctica. Interestingly, there is either a meridional (Ross and Weddell Sea sectors) or a zonal (other three sectors) dipole pattern in the trends (cf. figure 5.7). This suggests a strong link to weakened or enhanced circulations on which I will elaborate in the following section. Moreover, trends also show a strong seasonal dependence and might even be of opposite sign at a different time of year. Patterns of interannual variance reveal that strongest variations occur in the western Weddell Sea and eastern Ross Sea. Generally, the highest variability occurs along the ice edge. In winter and spring it is most pronounced in the south-eastern Ross Sea and in summer and autumn it is strongest in the western Weddell Sea. Variabilities in these two regions are strongly negatively correlated which also suggests a link to large-scale circulation patterns.

5.2 Sea Ice Transport

In this sub-chapter, I will discuss the variations and trends that occur in sea ice transport and, eventually, I will relate these changes to those revealed in the previous section (5.1). I will also point out regions where the mechanical redistribution of sea ice is of major importance and how these patterns can be associated with the wind field. Cavalieri and Parkinson (1981) report a strong interaction between the large-scale atmospheric circulation and the sea ice cover in the Ross and Weddell Seas for the year 1974. These results suggest that the transport in these areas plays a major role. At the time of their analysis, however, data availability was scarce and no information about the sea ice drift was available. Here, I will analyze the full sea ice motion record of the period 1989 to 2006.

Even though I will only analyze the relation to the wind field here, one should keep in mind that there are strong ocean currents present in the Southern Ocean that certainly have a strong effect on the sea ice motion. These currents include the two large cyclonic gyres in the Weddell and Ross Sea and the Antarctic Circumpolar Current. However, the ocean currents are to a large extent driven by the mean wind field and pressure distribution which, in turn, means that wind is the key driver of the motion and a comparison of the sea ice drift to the wind field should be valid in most cases.

In a similar fashion to the analysis in chapter 4.2, I will, here, describe the sea ice drift by using the directional constancy (defined in box 4.3). Sea ice drift vectors and directional constancy are mapped in figure 5.10. In March, when the ice pack forms, high values of directional constancy are present in the Ross and Weddell Seas and sea ice motion is dominated by a northward transport away from the Ross and Ronne Ice Shelves, respectively. This is in line with the southerly winds and high directional constancy illustrated in figure 4.10(a). Sea ice drift in the western Ross Sea has the highest directional constancy and is directed to the north-west where it drifts around Oates Land.

In May the sea ice cover has already advanced much further north. Except for the Bellingshausen and Amundsen Seas the drift has a rather high directional constancy everywhere and is directed to the north or north-west. North-westward drift occurs with a very high directional constancy along the East Antarctic coast in the Indian Ocean sector. This is clearly associated with strong and persistent easterly winds in winter that leave the continent and are deflected to the left by the Coriolis force in this region, as I have depicted and explained in chapters 4.2 and 4.3, and as can be seen in figure 4.10(b). In the Weddell Sea a large-scale, and rather constant northward drift of sea ice occurs. Even though the directional constancy of the wind field is rather low, the net geostrophic wind vectors are still southerly in this region which
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Figure 5.10: (continued on page 88)
Figure 5.10: (continued) Observed sea ice motion vectors (only every sixth vector is plotted) and corresponding directional constancy.

is induced by a large-scale zonal pressure gradient in this area (cf. figure 4.9(b)). This indicates that the ice drift does not change its direction as fast as the atmospheric wind field and is more a result of the mean wind field which leads to a higher directional constancy. Due to the frequent penetration of cyclones into the Amundsen and Bellingshausen Seas directional constancy of the ice drift is very low in this region.

Until the month July the sea ice in the Ross and Weddell Seas extends as far as the west wind zone (cf. figure 5.10(c)). Here, the sea ice starts to turn into a eastward direction which becomes even more pronounced in August (cf. figure 5.10(d)) when the directional constancy along the ice edge becomes very high. Also the structure of the circumpolar pressure trough clearly stands out in August. In the Weddell Sea the expansion of the pressure trough towards the Antarctic Peninsula from July until October (cf. figures 4.9(c)) decreases the zonal pressure gradient and, as a result, the southerly geostrophic wind decreases. This is also visible in figures 5.10(c) through (e) where the directional constancy and the northward ice drift strongly decrease in the western Weddell Sea. In the western Ross Sea, however, this phenomenon does not occur. Despite the expansion of the pressure trough a slight zonal pressure gradient remains and northward ice drift persists with a high directional constancy throughout the year.

It seems that the sea ice extent only reaches as far as the west wind zone in late winter and early autumn if there is a region of southerly winds and an associated northward transport of sea ice as it is the case north to the Ross and Ronne Ice Shelves. Along the East Antarctic coast winds are easterly and confine the sea ice to the coast. An exception is the ice extent north to the Amery Ice Shelf. There, ice drift has a north-westward component and from late August to October it extends into the west wind zone (cf. figures 5.10(d) and (e)). Interestingly, also here a small northward bulge of the sea ice cover occurs as it was noticed already in section 5.1 for the north-eastern Weddell and Ross Seas. Apparently, these bulges are related to the extent of the sea ice cover into the zone of westerly winds and occur northeast to the region of northward sea ice drift.

In early summer when the ice pack disintegrates, ice drift and directional constancy generally decrease (cf. figure 5.10(f)). Exceptions are the south-western Ross Sea and a region of westward drift off the
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cost of Enderby and Dronning Maud Lands. The latter is probably related to large-scale driven easterly winds in this region that persist throughout the summer.

The above relations between the wind field and the sea ice drift showed that the drift occurs approximately in the same direction as the wind direction. However, a more careful comparison would reveal that this is not always the case. In chapter 2.3, I have discussed the effect of the Ekman spiral on the sea ice. Accordingly, sea ice should drift at an angle of about $20^\circ$ to $40^\circ$ to the left of the wind direction. Subtracting the simulated wind direction from the observed sea ice drift direction, it yields in a distribution as illustrated in figure 5.11(a) for the average months of June through September in the period 1989 to 2006. A negative relative drifting angle implies a deflection to the left of the wind direction. The average angle (in blue) of about $-29.5^\circ$ is well within the expected range. However, the distribution reveals that only about half of all values have an average drifting angle between $0^\circ$ and $-45^\circ$. 90% of all values are between $-95^\circ$ and $+24^\circ$.

Figure 5.11: Difference between the direction of the sea ice drift and the wind direction over the sea ice covered ocean for the average months of June through September in the period 1989 to 2006. A negative angle translates to a turning to the left of the ice drift with respect to the wind. The red line denotes the theoretical surface drift of $-45^\circ$ and the blue line indicates the mean angle of about $-29.5^\circ$: (a) a histogram of all angles separated in 200 bins of $1.8^\circ$; (b) a scatterplot of all angles and the corresponding sea ice drift speed; and (c) a scatterplot of all angles and the corresponding distance from the coast.

Figure 5.11(b) illustrates that the relation between wind and drift directions is more pronounced for higher drift speeds which is essentially similar to the relation for higher wind speeds (not shown). A large scatter is present for values below 2 km/day. This implies that in regions where high sea ice drift velocities are found the drift direction obeys the wind direction. Moreover, an interesting relation between the relative drifting angle and the distance from the coast can be observed in figure 5.11(c) which implicitly shows the effect of lateral friction. Firstly, the scatter is much larger for the relative angle within the first 500 km from the coast. Secondly, within a distance of 300 to 400 km from the coast there is a larger amount of values with rather small angles. The average for all values within 300 km distance is about $-13^\circ$ and for all values within 100 km it is about $-7^\circ$. These relations can be used to validate the dynamics of sea ice models. Here, however, it is important to notice that the drift direction might vary from the wind direction in order to understand the mechanical redistribution of the sea ice in either along-coast or off-shore direction.

Next, I will proceed with an analysis of the variabilities and trends of sea ice transport in meridional and zonal direction similar to the analysis performed in the previous section (5.1) for the sea ice cover. As sea ice concentration is highly variable in space and time, a volume or mass transport in each direction would be desirable. Due to the lack of ice thickness data, I will here use sea ice area flux which is defined in box 5.2.
Box 5.2: Sea Ice Area Flux

As sea ice thickness observations are still scarce and hard to obtain, Kwok (2005, 2009) defined sea ice area fluxes perpendicular to flux gates in the Arctic and Southern Oceans in order to estimate sea ice export fluxes of certain regions. Here, I will adopt this method in a slightly different form. Sea ice area flux is defined for each grid box by:

\[
\begin{align*}
F_x &= u \cdot c \cdot dy, \\
F_y &= v \cdot c \cdot dx,
\end{align*}
\]

where \(dx\) and \(dy\) are the respective increment distances, and \(u\) and \(v\) the sea ice motion in each direction. The sea ice concentration is denoted by \(c\). This method has the advantage that spatial variations of the area flux can be analyzed.

Figure 5.12(a) shows the mean seasonal cycle of meridional and zonal sea ice area flux for the total Southern Ocean in the left panel, the 12-month-running mean anomalies and trends in the middle panel, and the monthly trends in the right panel. A northward (positive) meridional transport persists throughout the whole year and increases in winter with an increasing sea ice area. The zonal transport is westward (negative) until June. Hereafter, it turns into an overall eastward (positive) transport when the ice extends into the west wind region. Interestingly, both the meridional and zonal transport show a decrease in late August and early September. This is associated with the semi-annual oscillation that I have described in chapter 4.2. At this time the circumpolar pressure trough is expanded and the westerlies are weaker along the ice edge. Consequently, the late winter decrease of transport is most pronounced in the seasonal cycles of the Ross and Weddell Seas (cf. figure 5.12(b) and (d)).

Anomalies of sea ice transport need to be interpreted with respect to the mean state so that a negative anomaly does not necessarily imply a weaker transport but rather a westward or southward component. This means that a negative zonal transport anomaly would translate to increased westward transport if the mean transport was already in that direction or a decreased transport if the background transport is directed to the east. The same consideration applies to positive or negative transport trends. The time series of the total sea ice transport in figure 5.12(a) does not show any clear trend and also the monthly trends vary throughout the year. Figure 5.14 clearly shows that this is caused by strong regional differences.

The Ross Sea experiences a strong increase of zonal \((0.38 \pm 0.35 \cdot 10^5 \text{ km}^2/\text{day per decade at a 95\% confidence level, about 4.9\% of the zonal Ross Sea area flux per decade})\) and meridional \((0.20 \pm 0.27 \cdot 10^5 \text{ km}^2/\text{day per decade at a 90\% confidence level, about 3.5\% of the meridional Ross Sea area flux per decade})\) transport as one can depict in figure 5.12(b). The monthly trends reveal a positive meridional trend in autumn and an even higher positive zonal trend in winter and spring. Map 5.14(a) illustrates that in the western Ross Sea the strongest annual northward transport trend can be found. In most regions it is significant at a 99\% confidence level. If we compare this trend map to the sea ice concentration trend in map 5.7(a), we can identify that the increased sea ice extent in the north-western Ross Sea is related to an increased northward transport just south of this region. The ice extent increases in autumn, winter, and spring which is also the case for the northward transport. This finding is, to my knowledge, yet unreported reason for an increasing sea ice extent in the north-western Ross Sea. The importance that the sea ice dynamics play in this region becomes apparent if we consider that, despite a warming of the atmospheric surface layer in winter and spring (cf. figure 4.7), sea ice extent and northward transport are increasing in the west of this sector.

In the eastern Ross Sea, however, the signatures are essentially different. Figure 5.7 shows that the zonal transport along the ice edge in the east is increasing, especially in winter (note the different scales in the figure). The meridional northward transport in the east, however, is strongly decreasing and compensates in the north-east for the increased zonal transport. This, together with strong positive temperature trends, might explain the decreasing sea ice cover in the north-eastern Ross Sea in spring.

The middle panel of figure 5.12(b) also shows that there is a large interannual variability of the sea ice
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Figure 5.12: (continued on page 92)
transport, next to a high interannual variability of the sea ice extent in this region that I have already described in the previous section (5.1). By considering figure 5.13, that shows maps of the interannual variance of the transport anomalies (cf. box 4.1), we can notice that the Ross Sea is one of the two regions where highest variations of zonal and meridional transport are present. The variance of the meridional area flux is high in western Ross Sea in winter and in the eastern Ross Sea in spring. In the zonal direction, it varies most in the south-east in autumn and winter which implies that here transport can be either eastward or westward because the mean drift vectors and the directional constancy in figure 5.10 are very low in this region. During spring, zonal transport variations occur in the south-west which means that the transport in this area can be either north-westward or north-eastward. If we compare the strong interannual variance of the sea ice concentration in the north-eastern Ross Sea in figure 5.6 with the zonal and meridional area flux variations, we can observe that high sea ice concentration variance occurs just north-east of the area flux variations. This implies that these two variabilities are strongly coupled.

In order to further investigate the relation between the transport and the ice extent variations, figure 5.15 compares the 12-month-running mean values of the sea ice extent anomalies with those of the meridional area flux anomalies. Here, both relations that I previously discussed become apparent. Firstly, the strongly increasing meridional transport coincides with the increasing ice extent. Secondly, the interannual variability of the sea ice extent follows the meridional transport closely. This is also reflected in a very high correlation coefficient of 0.81 at a time lag of one month of the ice extent to the area flux which is significant at a 99% confidence level (cf. table 5.1). In other words, the meridional transport is responsible for most of the sea ice variability in the Ross Sea. The zonal transport, in contrast, shows a very weak and insignificant negative correlation of -0.17 which implies that it does not really play a role in terms of sea ice extent variations. How the variability and the transport relate to variations in the

Figure 5.12: (continued) Left: Average seasonal cycle of meridional and zonal sea ice area flux. Middle: 12-month-running mean (solid) and trend (dashed) of meridional and zonal sea ice area flux anomalies. Right: Monthly trends of meridional and zonal sea ice area flux per decade. For the monthly trends circles indicate a 95% and squares a 90% confidence level.
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atmospheric boundary layer in the Ross Sea region, will be discussed in chapter 6.1.

The Bellingshausen and Amundsen Seas sector is dominated by a northward transport in the early sea ice season and by an eastward transport from July to October which we can observe in the seasonal cycle in the left panel of figure 5.12(c). Another interesting feature is the strong peak of zonal transport in August. This explains characteristics observed in figure 5.4. Here, we could see a strong decrease of the daily change rate of sea ice area in the Ross Sea and an increase in the Bellingshausen and Amundsen Seas sector in August. Consequently, this is a result of a strong eastward transport from one sector to the other. It does not show any significant trend in one of the two transport directions. However, the zonal sea ice area flux seems to be slightly increasing mainly in July and August. This is due to an increase of eastward transport in the western Amundsen Sea coming from the Ross Sea which we can see in figure 5.14(f). Other than that, there are no significant changes of the transport which supports the hypothesis that the decreasing sea ice cover in this sector (cf. figure 5.7) is mainly related to an increasing warm air advection from lower latitudes in spring (cf. figure 4.7).
More interesting in terms of dynamical implications is the interannual variability of this sector. Figure 5.13 shows that there is considerable variance of the meridional transport in the Bellingshausen Sea in winter and high variance of zonal transport in the Amundsen Sea also in winter. This suggests that the interannual variations of the ice edge that are most pronounced in winter (cf. figure 5.6(c)) are related to transport variations. The Bellingshausen Sea extent variations are probably related to meridional and the Amundsen Sea to zonal area flux variabilities. Table 5.1 gives high and significant correlation coefficients to the sea ice extent for both transport directions which supports this hypothesis. The correlation to the zonal area flux anomalies is slightly higher. Figure 5.15(b) illustrates the relation between the sea ice extent and the zonal sea ice area flux anomalies. It also shows that the small trends are actually of opposite sign whereas the correlation is positive which means that the decreasing sea ice cover can probably not be explained by sea ice transport in this region. However, one might consider that an increased eastward area flux enhances the internal divergence of the ice pack as the Coriolis force acts northward and tears the ice pack apart. This could lead to more open water areas within the ice and a decreasing sea ice concentration.

The seasonal cycle in the Weddell Sea in the left panel of figure 5.12(d) reveals that there is a very strong northward transport throughout the sea ice season which is very similar to that of the Ross Sea. Figure 5.10 illustrated that the northward transport mostly takes place in the western Weddell Sea where the sea ice needs to turn north due to the Antarctic Peninsula as a topographic boundary. Zonal transport is westward (negative) from November until the end of June when easterly winds in the eastern part of the sector are dominant. During late winter and early spring when the sea ice extents as far as the westerlies the average zonal transport turns eastward (positive) with a strong dip in late August and September that is related to the semi-annual oscillation as I have described before.

The meridional transport trend in the Weddell Sea is only slightly negative. As figure 5.14 shows, this is due to a very regionally confined but strong decrease of the northward transport adjacent to the east coast of the Antarctic Peninsula which is significant in autumn and spring. In summer, it is rather strong as well but not significant. It is likely that this decrease causes the significant autumn decrease of the sea ice cover at the north-eastern end of the Antarctic Peninsula which is visible in figure 5.7(b). Additionally, the zonal transport trend in these regions is only slightly negative but significant which means that it probably turned from a north-eastward to a north-westward direction. From the Ronne Ice Shelf towards the north-east there is a strong but insignificant increase of northward transport in winter and spring. Associated with that is a stronger and also insignificant westward transport in both seasons in the eastern Weddell Sea. This means that more sea ice is transported along the coast to the west which, then, yields in a stronger northward transport. Finally, this increases the sea ice concentration in the north during winter and spring as it can be seen in figures 5.7(c) and (d). However, these meridional and zonal transport trends appear insignificant on the maps because they result mainly from a strong anomaly in the early 1990s as we can see in the time series of figure 5.12(d). The overall negative zonal trend of $-0.32 \pm 0.44 \times 10^5$ km$^2$/day per decade in the time series, however, is significant at a 90% confidence level (about -2.9% of the zonal Weddell Sea area flux per decade).

This turns the discussion to the interannual variability of the transport in the Weddell Sea which is dominated by the high anomalies in the 1990s and followed by much smaller amplitudes from the year 2000 onwards. Figure 5.13 shows that meridional area flux variance is high in the central Weddell Sea in winter and spring, and to some extent also in the remaining ice pack in summer. Zonal transport variations occur mostly close to the coast of Dronning Maud Land, and in the center of the summertime ice pack. It is remarkable that there seems to be no large variance of zonal transport in the west wind zone along the ice edge in winter. This implies that the interannual variation of the sea ice extent are not really affected by the zonal transport as variations only occur along the coast which is reflected in a rather low correlation coefficient in table 5.1. The meridional flux variability in the central Weddell Sea, in contrast, has a strong influence on how far north the ice extents (with a correlation coefficient of 0.61 at a time lag of one month that is significant at a 99% confidence level). Figure 5.15(c) illustrates this relation. It seems as the time lag changes in time. Sometimes the ice extent responds almost immediately to a change of the northward transport and at other times it takes much longer until there is a response.
Figure 5.14: (continued on page 97)
The Indian Ocean sector is quite different from the other sectors in several respects as we can see in figure 5.12(e). It experiences strong variations of zonal transport throughout the year (cf. left panel). There is a strong westward transport by the dominant easterly winds in this region that I have described in chapter 4. Transport sets on in late March because the sea ice pack in this region builds up rather late. A strong westward and weaker northward transport is present until the end of July. In August, northward transport increases and the overall average westward transport decreases which is related to the fact that the sea ice edge reaches the westerlies in the east of the sector. The dip in September is probably again associated with the expansion of the circumpolar pressure trough and the northward movement of the westerlies. We can observe a strong eastward transport in October which is owing to the movement of the bulge in the north-eastern Weddell Sea into the Indian Ocean sector. This also explains the early spring peak of the annual cycle of the sea ice extent that we observed in the left panel of the ice edge.

The Decadal trend of meridional (left) and zonal (right) sea ice area flux anomalies. Dashed gray lines denote the five sectors, and the green and black contour lines indicate the 90% and 99% confidence level respectively.

**Figure 5.14**: (continued) Decadal trend of meridional (left) and zonal (right) sea ice area flux anomalies. Dashed gray lines denote the five sectors, and the green and black contour lines indicate the 90% and 99% confidence level respectively.
Figure 5.15: Time series of 12-month-running mean sea ice extent and mean area flux anomalies (left) with the long-term trend (dashed) and the corresponding scatterplot (right) for three sectors in which sea ice dynamics are very important.
Table 5.1: Correlation coefficients between the detrended 12-month-running mean of the sea ice extent anomalies and the meridional and zonal sea ice area flux anomalies for the total Southern Ocean and for each sector. All correlations are for a time lag of one month of the ice extent to the area flux. Significant values are highlighted with bold font and the subscript gives the corresponding confidence level in percent.

<table>
<thead>
<tr>
<th>Sector</th>
<th>Meridional Flux</th>
<th>Zonal Flux</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>0.34</td>
<td>-0.14</td>
</tr>
<tr>
<td>Ross Sea</td>
<td><strong>0.81&lt;sub&gt;99&lt;/sub&gt;</strong></td>
<td>-0.17</td>
</tr>
<tr>
<td>Bellingshausen &amp; Amundsen Seas</td>
<td><strong>0.62&lt;sub&gt;99&lt;/sub&gt;</strong></td>
<td><strong>0.67&lt;sub&gt;99&lt;/sub&gt;</strong></td>
</tr>
<tr>
<td>Weddell Sea</td>
<td><strong>0.61&lt;sub&gt;99&lt;/sub&gt;</strong></td>
<td>0.24</td>
</tr>
<tr>
<td>Indian Ocean</td>
<td>0.32</td>
<td><strong>0.51&lt;sub&gt;95&lt;/sub&gt;</strong></td>
</tr>
<tr>
<td>Western Pacific</td>
<td><strong>0.39&lt;sub&gt;90&lt;/sub&gt;</strong></td>
<td>-0.30</td>
</tr>
</tbody>
</table>

There is a rather strong negative trend of the zonal transport of \(-0.26 \pm 0.20 \times 10^5 \text{ km}^2/\text{day per decade}\) (about \(-4.9\%\) of the zonal Indian Ocean sector area flux per decade) which is significant at a 95\% confidence level (cf. middle panel of figure 5.12(e)). By considering the trend maps of figure 5.14, we can see that there is a significant increase of the westward area flux all along the coast which is most significant in the eastern part of the sector. Another feature that is apparent in spring is a strong negative trend in the central pack (cf. figure 5.14(h)). This results probably from the very strong negative anomaly in spring 2002 and is, hence, more related to interannual variations than to a long-term trend. In the meridional direction trends are very weak and mostly insignificant. The negative trends of the sea ice concentration anomalies in figure 5.7 along the coast of Enderby Land cannot be explained by changes of transport which supports the theory that these are related to the atmospheric warming in this region. The increasing ice concentration along the ice edge in the east of the sector, in contrast, might well be induced by the increased westward transport out of the region offshore of the Amery Ice Shelf. Moreover, a stronger westward transport induces internal convergence of the ice pack due to the Coriolis force that acts to the left of the transport direction. Consequently, the ice pack gets denser and the ice concentration increases. Figure 5.13 shows that there is considerable interannual variability of zonal transport in this region and also along the coast in the western part of the sector. Interannual meridional transport variations are, generally, very minor in the Indian Ocean sector.

At last, the Western Pacific sector is mainly dominated by a north-westward transport throughout the sea ice season which is also related to the overall low sea ice extent (cf. figure 5.5(f)). Trends in this sector are very small and insignificant. Further, neither the meridional nor the zonal transport show considerable interannual variations (cf. figure 5.13).

In conclusion, in this sub-chapter I have discussed the sea ice motion and the associated mechanical redistribution of the sea ice in detail and pointed out regional differences. This analysis resulted in new, unreported insights into the role that sea ice dynamics play in the Southern Ocean in terms of the sea ice extent. In the Ross Sea most of the interannual variability but also the long-term increasing sea ice extent in the west are explained by variations of the northward transport. Variations of the sea ice extent in the Weddell sea and the decreasing ice cover along the east coast of the Antarctic Peninsula are likewise associated with the meridional transport. In the Bellingshausen and Amundsen Seas both, meridional and zonal transport directions explain large parts of the interannual variability. The argumentation that transport and extent are strongly coupled is supported by the fact that trends and high variance values of the transport always occur downstream of the observed trends and increased variance of the ice concentration.

5.3 Open Water Formation and Sea Ice Production

In this last section of this chapter, I will briefly look at the open water areas within the ice pack and at the role that divergence and convergence play in terms of sea ice formation in open water. Open water
areas within the ice pack exist for two major reasons: Either the ice locally melts due to a heating from the atmosphere or the ocean, or the ice diverges and breaks due to wind or ocean current stress. In figure 5.3, one can observe that the open water within the wintertime ice pack in the Southern Ocean can generally be divided into open water that occurs close to the coast and open water that occurs close to the ice edge. The latter is mostly related to thermodynamic but also to dynamic reasons. In contrast, in the coastal region, open water areas must be related to an acceleration of the sea ice in offshore direction as, here, the atmosphere strongly cools the ocean surface in winter and open water would freeze almost immediately.

The total open water area of a region is defined in box 5.1. Its mean annual cycle is displayed in figures 5.16(a) to (h) for the total Southern Ocean and for the three denoted sectors. The minimum occurs in February which coincides with the minimum of total sea ice extent. However, the maximum is present in November whereas the ice extent maximum occurs in September. This is related to the fact that the ice edge starts to retreat in September but the open water formation processes within the ice pack due to the ice albedo feedback is much faster so that the open water area continues to increase.

Watkins and Simmonds (1999) discuss the annual cycle of the open water area in the Southern Ocean and report a strong surge of open water in late spring which is also visible in November in figure 5.16(a). They reason that in November the central axis of the circumpolar pressure trough crosses the ice edge while moving northward. This implies a change in the average direction of zonal transport. A resulting net westward transport of the ice leads to convergence in the central ice pack which we will see later. If the ice pack converges, ridging and rafting occurs which leads to a strong deformation and frequent cracks in the ice. These small open water areas, then, lead to an enhanced melt in the central ice pack due to the ice albedo feedback and enhanced heat conduction. This argumentation, however, is only valid if the dynamic and thermodynamic forcings act together. A convergence alone would not lead to a formation of large open water areas. Figure 5.12(a) confirms the switch from a net eastward to a net westward transport which supports the theory of Watkins and Simmonds (1999). Moreover, figures 5.16(b) to (d) show that the surge only occurs in the Ross and Weddell Seas which gives another reason to believe that the change of the net zonal transport direction amplifies the open water formation in late spring. As these are the only regions where the sea ice extends far north, they are under strong influence of the westerlies in late winter and early spring, and show a change of the mean zonal transport direction. This phenomenon points out that sea ice dynamics are also important on a seasonal timescale for the decay of the ice pack.

In order to assess the relative amount of open water with respect to the total sea ice extent, figures 5.16(e) to (h) show the average open water fraction which is scaled with the sea ice extent. We can observe that the relative open water fraction is highest in late summer and smallest at the end of July for the total Southern Ocean which means that it closely follows the thermodynamic forcing. In the Ross Sea, the open water fraction strongly decreases between mid February and the beginning of May and then stays constant at about 0.2 throughout the winter. Apparently, despite the atmospheric cooling the open water in this sector is retained throughout the winter. The open water fraction in the Bellingshausen and Amundsen Seas sector decreases more gradually and much later than in the Ross Sea. It does not increase as fast as in the Ross Sea in spring due to the absence of the open water surge. In the Weddell Sea, the open water fraction decreases until the end of July and follows the seasonal cycle more strictly. A strong increase is present in November. Further, the peak is reached already in December which does not coincide with the extent minimum. This is probably related to the very strong and pronounced surge in November and a very fast decay of the total ice pack hereafter.

The reason why the open water fraction is so persistent in winter in the Ross Sea is related to the existence of large coastal polynyas. Figure 5.17(a) shows the average September coastal open water for the period 1989 to 2006. It is defined as the inverse of the ice concentration that has a connection to the coast. A clear feature is a large open water area adjacent to the Ross Ice Shelf, the Ross Sea Polynya. Strong and persistent southerly off-shore winds (cf. figure 4.10) sustain this open water area during winter which explains the observed open water curve. Coastal polynyas are frequently present in winter all along the coast of the continent where strong and persistent katabatic winds leave the continent
5.3 Open Water Formation and Sea Ice Production
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Figure 5.16: Average annual cycle of the daily open water area (a to d) and open water area scaled with sea ice extent (e to h) over the period 1989 to 2006 for the total Southern Ocean (a and e) and three sectors (b to d and f to h).

and induce off-shore motion. Adjacent to the Ronne Ice Shelf the Ronne Polynya is visible which is not as pronounced as the Ross Sea Polynya. At a short distance from the Ronne-Filchner Ice Shelf another polynya can be observed. However, this is not a real polynya but the stationary iceberg A23 which appears in this figure as a polynya due to the applied land-sea mask. In the eastern Weddell Sea at some distance off the coast an area of slightly higher open water fraction is present which is an artifact from the large Weddell Polynya that builds in winter far offshore due to upwelling warmer water (Barber and Massom, 2007). Sometimes the open water of this polynya is connected to the coast that is why it shows up in this figure.

Open water areas within the ice pack can be explained by considering the sea ice drift divergence. It is defined as:

$$\nabla \cdot \vec{U} = \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y}. \quad (5.4)$$

Figure 5.17(b) illustrates this quantity for the average month of September in the considered period. Before interpreting the results, one needs to note several problems that arise. First of all, a grid structure is visible in the field which probably resembles the paths of the satellite. In this case the limit of the accuracy of the sea ice motion vectors is reached. Secondly, the issues in areas with strong interannual variability of the sea ice cover along the ice edge and in coastal regions, that I have discussed in chapter 3.3, clearly stand out. Even though vectors where the sea ice concentration was lower than 15% are not included, data is very noisy along the ice edge where fewer images contribute to the average vector. In the central ice pack, however, the divergence still gives valuable results for the long-term average. Vectors very close to the coast where the polynya occur would be very useful. Nevertheless, they were mostly removed due to inaccuracies.

In general, one would expect to find divergence in regions where sea ice gets accelerated by the wind field, for instance, in coastal areas with off-shore winds. If there is a lateral boundary in the direction of the ice drift or the wind and the sea ice decelerate, convergence (negative divergence) would be expected. Moreover, in terms of circulation, a cyclonic motion induces divergence and an anticyclonic motion convergence (on the southern hemisphere). Using these considerations, we can identify several
Figure 5.17: (a) Map of the average September polynyas in the period 1989 to 2006. (b) Map of the average September sea ice drift divergence in the period 1989 to 2006. Dashed contour lines denote the five sectors.

interesting features in figure 5.17(b). Adjacent to the Ross Ice Shelf where the Ross Sea Polynya is present, there is a region of strong divergence because the wind accelerates the sea ice off-shore. Just north of this region, we find an area of convergence. Here, the wind decelerates (cf. figure 4.10) and so does the sea ice. The cyclonic motion in the eastern Ross Sea (cf. figure 5.10) yields to a larger area of divergence. The same is valid for the Bellingshausen and Amundsen Seas.

North-west of the Amery Ice Shelf, close to the coast, off-shore transport results in divergence and a large polynya forms. Further north, strong convergence occurs where northward transported sea ice converges with sea ice transported from the east (cf. figure 5.10). Over the whole central pack of the western Indian Ocean sector and along the coast of the eastern Weddell Sea, we can observe a band of convergence. This is owing to the westward transport around the continent that has an overall anticyclonic direction of the drift. This convergence also explains why the sea ice is confined to the coast in regions of westward transport and in absence of any northward driving component.

In the western Weddell Sea, the westward transport continues despite of the absence of directionally constant easterly winds (cf. figure 4.10). Here, probably the Weddell Sea gyre is the key driver of this drift. Further to the west, the Antarctic Peninsula imposes a lateral boundary to the westward flow and convergence can be found all along the coast. The convergence leads, due to ridging and rafting, to much thicker sea ice in this area which explains the persistence of the ice pack even throughout the summer. Moreover, off-shore winds from the Ronne Ice Shelf (cf. figure 4.10) would imply a large coastal polynya such as in the Ross Sea. However, the formation of such a large polynya is suppressed by the strong convergence due to the general westward ice drift. Consequently, close to the coast a polynya forms, as it can be seen in figure 17(a), but it cannot extend far north because of dynamical reasons. In the more central western Weddell Sea, in contrast, the cyclonic motion of the ice drift induces ice divergence.

Not only can we use the divergence to describe where open water and thick ice areas occur but we can also use it to estimate locally the net transport out of, and into a grid box. If we, then, subtract this transport divergence from the total rate of change of the sea ice area (A) in one grid box from one day to the other, the residual should yield the amount of sea ice area that is produced or that melted in this
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Consequently, sea ice area production $P$ is defined as:

$$P = \frac{dA}{dt} - \left( \frac{dAu}{dx} + \frac{dAv}{dy} \right).$$  \hspace{1cm} (5.5)

This quantity is, however, somewhat unrealistic as the ice thickness is not considered so that for example in an area of strong convergence ridging and rafting occurs and the sea ice area production gets negative even though no melting occurs. Also, the issues that I have discussed in relation to the divergence are introduced into this quantity. This implies that only long-term averages can be studied and uncertainties are very large. The accuracy decreases towards the ice edge and towards the coast. It is still worthwhile to briefly study the sea ice area production as it is illustrated in figure 5.18. A further argument that sea ice area production gives valuable results is that the basal freezing of ice that is omitted in this term only adds to the ice thickness but the freezing in open water areas, that is visible in this quantity, changes the total sea ice area.

The maps of figure 5.18 show the annual cycle of the sea ice area production. In March, when the ice pack starts to grow, large area production occurs in the open water region in the southern Ross Sea, adjacent to the Amery Ice Shelf, and along the coast of the western Weddell Sea. As the ice edge advances north from March to July a pulse of high area production along the ice edge becomes apparent that is rather induced by local freezing than by transport. We can, further, observe that area production remains positive throughout the winter in the southern Ross Sea but also adjacent to the Ronne Ice Shelf and in other coastal areas. Consequently, these regions where open water is present, are very important for sea ice formation. Here, sea ice forms fast as the strong cooling by the atmosphere rapidly freezes the open water. Hereafter, it is exported out of this region. Moreover, in May and July we can identify regions with negative values of area production in the western Weddell and Ross Sea at some distance north of the ice shelves. This implies that the sea ice is strongly thickening due to convergence. In October, the ice starts to melt from the ice edge and to some extent in the central pack. Nevertheless, the Ross Sea Polynya is still an area of ice formation. In December, the whole ice pack is subject to strong melting. Two features, the Weddell Sea Polynya and the Ross Sea Polynya, clearly stand out as completely ice free areas in this month.

The increasing northward transport in the Ross Sea and the decreasing northward transport in the Weddell Sea, that I have discussed in the previous section (5.2), suggest that also the sea ice production should have changed in the considered period. Despite the large uncertainties in the sea ice area production and the rather noisy dataset, I attempt to analyze the long-term changes in these two regions. Using yearly sea ice area production anomalies seems to give more robust results than the monthly values that I have used for other quantities. Figure 5.19(a) shows an increase of the area production in the Ross Sea of $1.26 \pm 1.75 \times 10^5$ km$^2$/year per decade which is statistically significant at a 90% confidence level (about 2.5% of the total production in the Ross Sea per decade). However, the given uncertainty is only of statistical origin and does not include uncertainties induced by the data retrieval. The Weddell Sea has a negative trend of $-2.92 \pm 3.70 \times 10^5$ km$^2$/year per decade which is statistically significant at a 90% confidence level (about -4.0% of the total production in the Weddell Sea per decade) and can be seen in figure 5.19(b). Even though uncertainties are large, the long-term changes coincide with what was expected according to the changes of the meridional transport.

These results are confirmed by a recently published study by Drucker et al. (2011) who compare the total sea ice production of the Ronne Polynya and the Ross Sea Polynya and find similar trends for the period 1992 to 2008. Their analysis is based on a procedure that was applied by Comiso et al. (2011) for the Ross Sea Polynya who also report a positive trend of this region. The procedure is confined to very local areas along the ice shelves and it makes use of high resolution satellite images. Further, they include estimates of ice thickness and report ice volume production rather than the here used ice area production. Drucker et al. (2011) further conclude that the production of the Ross Sea Polynya is three times as large as the production adjacent to the Ronne-Filchner Ice Shelf. This is, however, not comparable to the results in this thesis because production is expressed as the total sum in each sector. Another finding by Drucker et al. (2011) and previously by Kwok (2005) shows an increase in sea ice export across a
Figure 5.18: Sea ice area production retrieved with the daily rate of change of sea ice area and the sea ice divergence of each grid box. Dashed contour lines denote the five sectors.
flux-gate north of the Ross Ice Shelf. This is in line with the increasing meridional transport that I have described in section 5.2.

![Graph showing area production anomalies and corresponding trend for the Ross Sea (a) and the Weddell Sea (b).]

**Figure 5.19**: Time series of yearly sea ice area production anomalies and the corresponding trend (dashed) for the Ross Sea (a) and the Weddell Sea (b).

In conclusion, in this section, rather simple methods to analyze the open water area within the ice pack, the divergence of the ice, and the sea ice formation added to the overall understanding of the spatial distribution of the sea ice in the Southern Ocean. Further, I have related the change of sea transport to the sea ice formation processes in coastal open water areas. In the two sectors of high importance of the meridional sea ice transport to the sea ice extent, large areas with high sea ice area production exist along the coast north of the large ice shelves. The total sea ice area production in the Ross Sea sector is increasing and the one of the Weddell Sea is decreasing.

In the following chapter, I will analyze the relation of the northward transport of sea ice and the total sea ice extent in the Ross and Weddell Seas to the southerly wind field and the cold air pooling on the Ross and Ronne-Filchner Ice Shelves. This will combine findings of this chapter with those of the previous chapter and will reveal more insights into the atmosphere-ice interaction.
6 Regional Assessment of Cold Air Outflow over Sea Ice

In this part of my thesis I will use the findings of the last two chapters to further analyze the relation between variations in the atmospheric boundary layer and the sea ice. The previous chapter (5) showed that the mechanical redistribution of sea ice, especially in a meridional direction, plays a key role in the understanding of the variations of the sea ice cover in the Ross and Weddell Seas. I will assess the driving atmospheric forces behind these northward transport and extent variations. In chapter 4 I have described the cold air pooling over the large Ross and Ronne-Filchner Ice Shelves and the accumulation of cold and stable air on the sea ice covered ocean in front of these ice shelves in winter. A detailed analysis showed that the cold air pooling in front of the orographic barriers together with the large-scale pressure distribution set up a strong southerly wind system. These winds are responsible for an export of cold air over the sea ice. Now, I will further expand on this processes and explain the relation between sea ice formation and transport and the cold continental winds.

Chapters 4.3 and 4.4 showed that the topography and the cold air masses over the continent - over the large ice shelves in particular - are the factors that are responsible for the spatial patterns of the flow in coastal Antarctica. Southerly winds that we can find in the Ross and Weddell Seas, and that transport cold continental air over the sea ice exist only due to the presence of meridional orographic barriers, namely the Transantarctic Mountains and the Antarctic Peninsula. In other areas cold air is only transported along the coast in a westward direction due to the prevailing easterly winds.

The cold air is expected to have a profound effect on the sea ice. The southerly winds lead to a northward sea ice transport (cf. chapter 5.2) which, in turn, induces open water areas in coastal regions (cf. chapter 5.3). The open water, then, freezes very quickly because the air that is advected over the sea ice from the continent is extremely cold. In order to capture this process and compare the atmospheric variability to the sea ice, I have derived an index that I refer to as cold air outflow. Cold air export from the continent by the wind component that is perpendicular to the coast line is defined in box 6.1. The described process, eventually, leads to a higher northward sea ice transport if a higher outflow is present and at last causes a higher sea ice extent.

In order to test this hypothesis I will study the cold air outflow from the large Ross and Ronne-Filchner Ice Shelves in this chapter. Consequently, I will resume the regional analysis at the ice shelf edges that I have started in chapter 4.4. Further, I will relate the outflow to sea ice transport and extent in the Ross Sea in section 6.1 and in the Weddell Sea in section 6.2. As in chapter 4.4, I will do this for the winter month of July.

6.1 Ross Sea and Ice Shelf Area

In the Ross Sea southerly near-surface winds are much stronger than in the Weddell Sea and also more persistent throughout the year and from one year to the other. This is mainly related to the sheltering by the East Antarctic ice sheet and to the larger barrier that induces stronger temperature gradients across the ice shelf. Not only are those winds stronger, but also does their influence reach much further north than in the Weddell Sea. As we have seen in chapters 5.2 and 5.3, this directly influences the northward transport of the sea ice and the formation of coastal polynyas.

The high meridional transport yields in a high importance of the sea ice dynamics for the sea ice extent in this region as it is reflected in figure 5.15. If one now computes the correlation coefficient between the sea ice extent anomalies and the meridional transport anomalies (12-month-running mean) for each grid box in the Ross Sea as it is shown in figure 6.1, the spatial distribution of this relation shows a clear pattern. A band of high positive (between 0.5 and 0.8) and significant correlation is present from the ice shelf over the whole central Ross Sea towards the ice edge. This hints at an influence of the production in coastal areas on the sea ice extent as anomalies are transported from the coast towards the ice edge.
Cold air outflow can be expressed as the product of the wind component that is perpendicular to the coastline \( (V) \) with a positive value for winds leaving the continent and the potential temperature \( (\theta) \) at a given location and height. Hence, it is a similar quantity to a heat flux and has the unit \( K \cdot ms^{-1} \). However, to assess the cooling potential that the air has on the ocean surface (which is desired to relate it to sea ice processes), it needs to be referenced to the ocean surface temperature \( (\theta_{\text{ref}}) \). A good approximation is given by the freezing temperature for sea water as a reference which is about \(-1.8^\circ C\) (or 271.35 K; cf. chapter 2.3). Cold air outflow \( F \), then, is given by:

\[
F_{i,x} = (\theta_{i,x} - \theta_{\text{ref}}) \cdot V_{i,x},
\]

(6.1)

where \( i \) and \( x \) denote the vertical level and the location along the coast, respectively. It should be mentioned further that the wind speed is set to zero if it is directed from the ocean towards the continent because this process is not of interest in this case. Consequently, cold air outflow is negative if it is strong (temperature deficit and positive wind speed) and positive if the air that leaves the continent is actually above the freezing temperature and induces melting of ice which is rather unlikely to occur.

The location of the evaluation of cold air outflow in the \( y \)-direction, perpendicular to the coast line, is crucial for the outcome. The temperature is influenced by a cooling or heating from the surface and the wind by the roughness of the terrain. In order to avoid the warming effect of the open water areas on the lower atmosphere in the outflow parameter, it should be assessed on the continental side of the coastline which will result in an undisturbed temperature deficit with respect to the ocean freezing temperature. The total cold air outflow along a segment of the coastline such as an ice shelf (between \( x_1 \) and \( x_2 \)) in a discretized form is given for each atmospheric layer \( (i) \) by:

\[
\hat{F}_i = \frac{\sum_{x=x_1}^{x_2} (\theta_{i,x} - \theta_{\text{ref}}) \cdot V_{i,x} \cdot dh_{i,x} \cdot dx_{i,x}}{\sum_{x=x_1}^{x_2} dh_{i,x} \cdot \sum_{x=x_1}^{x_2} dx_{i,x}},
\]

(6.2)

where \( dh \) and \( dx \) are the increments in the vertical and horizontal direction for each grid box, respectively.

Since the flow patterns of the wind field and the sea ice drift agree very well, it is reasonable that the northward transport variability that is responsible for most of the variations of the sea ice extent is driven by the atmospheric forcing. In order to assess the influence of the wind on the sea ice transport, I have selected years with low sea ice extent (1991 to 1995, 1997, 2002, and 2004 to 2006) and years of high sea ice extent (1996, 1998, and 1999 to 2001) in the Ross Sea from figure 5.5. Afterwards, I subtracted the average fields of the years of low sea ice extent from the average fields of high sea ice extent for each month. The resulting pressure and wind field differences between the two cases for the average month of July are illustrated in figure 6.2(a).

For the selected years a large difference of the sea ice extent in July occurs in the north-eastern Ross Sea and is illustrated by the green and brown contour lines. The distribution of the pressure difference shows that there is an amplification of the zonal pressure gradient in the years of higher sea ice extent with an associated stronger southerly flow. This is confirmed by findings of Kwok (2005) and Drucker et al. (2011). In figure 6.2(b) the related difference of the meridional flux is shown which reveals a strong increase of the northward transport throughout almost the whole Ross Sea. It is strongest close to the Ross Ice Shelf and looks almost identical to the pattern of figure 6.1. This supports the theory that a change of the southerly wind field during the time when the ocean is sea ice covered affects the northward transport of sea ice considerably. An analysis of the pressure difference for each month (not shown) revealed that the pattern is very variable throughout the year and not always as clear as in July.
Figure 6.1: Correlation coefficient between the 12-month-running mean of the Ross Sea sea ice extent anomalies and the meridional sea ice area flux of each grid box with a time lag of the extent of one month. The green contour line denotes the 95% confidence level. The gray dashed lines indicate the Ross Sea sector.

Figure 6.2: Average July difference between years of low and high sea ice extent (cf. text) in the Ross Sea sector for surface pressure and the associated surface layer wind vectors (a), and for the meridional sea ice area flux (b). The red and gray line denotes the transect that is used for the profile shown in figure 4.20(a). The gray line is the part of the transect situated on the ice shelf.

which is, probably, related to the few years that were compared. Nevertheless, a clear tendency of an increased pressure gradient is visible.

It is rather likely that the increased synoptic-scale zonal pressure gradient also effects the amount of cold air that is exported from the Ross Ice Shelf. The pressure distribution as shown in figure 6.2(a) implies that in years of high sea ice extent the cyclonic activity in the south-eastern Ross Sea is higher.
Accordingly, the piling up of cold air against the Transantarctic Mountains should be increased and a stronger cold air export should take place. In order to study this relation, cold air outflow along the Ross Ice Shelf edge (cf. transect indicated in figure 6.2) is calculated as described in box 6.1 by equation 6.1.

The vertical cross-section of the cold air outflow from the Ross Ice Shelf for the average month July is shown in figure 6.3. Despite the lower near-surface wind speeds observed in figure 4.20(a), the outflow is strongest close to the surface where the air has the strongest cooling potential on the ocean's surface and, then, rapidly decreases with height with increasing temperatures. In the horizontal it is strongest towards the western side of the ice shelf because of the strong jet. This confirms the hypothesis stated previously that the surface deficit on the ice shelf is lower towards the west due to a higher cold air export. The jet also causes an outflow that reaches higher up on the western side. The overall strongest outflow with about -200 K m s\(^{-1}\) occurs close to the surface at a distance of about 200 km away from the Transantarctic Mountains.

The next question that arises and needs to be addressed is how the outflow varies in time. Studying daily profiles for a certain period of time (not shown), we can see that variations of cold air that leaves the ice shelf are very strong and vary on a synoptic timescale or shorter. The horizontal maximum of the outflow seems to be variable along the ice shelf edge and its position and strength changes with the amount of cold air pooling on the ice shelf and the large-scale forcing. This variability on a synoptic scale and also the conclusion that the described barrier wind system is the dominant wind system in this region agrees with the findings of O’Connor et al. (1994), Parish et al. (2006), Seefeldt and Cassano (2008), and Steinhoff et al. (2009).

For an analysis of the variability on a longer, interannual timescale that is likely to affect the sea ice, the total cold air outflow from the Ross Ice Shelf between the two vertical gray bars in figure 6.3 was determined according to equation 6.2 in box 6.1. We can see a time series of the 12-month-running mean of the anomalies of this quantity in the left panel of figure 6.4 in green and the Ross Sea sea ice extent in red. The apparent negative correlation between the two time series is confirmed by the scatter plot and the regression line in the right panel of figure 6.4. The correlation coefficient is -0.52 at a 95% confidence level for a time lag of one month of the sea ice extent anomalies to the outflow anomalies. This relation implies that in years of high cold air outflow from the Ross Ice Shelf the sea ice extent in the Ross Sea is high. It is also not surprising that there is a significant (at a 95% confidence level) and even higher negative instantaneous correlation between the outflow and the meridional sea ice transport.
with a coefficient of -0.56.

Figure 6.4: Left panel: Time series of the 12-month-running mean Ross Sea sea ice extent anomalies (red) and Ross Ice Shelf cold air outflow anomalies (green). The dashed lines show the respective long-term trends. Right panel: Scatter plot of the two variables on the left with linear fit. The corresponding correlation coefficient is -0.52 at a 95% confidence level for a time lag of the extent of one month.

Retrieving such high correlation coefficients from the averaged quantities, it is interesting to see where the relation is strongest in a spatial sense. Therefore, I correlated the 12-month-running mean outflow anomalies from the Ross Ice Shelf with the 12-month-running mean meridional sea ice area flux and sea ice concentration anomalies which are shown in figures 6.5(a) and (b), respectively. One can observe a band of high and significantly negative correlations between the outflow and the meridional transport in the central Ross Sea extending from the Ross Ice Shelf. Interestingly, the correlation is only high on the eastern side in front of the ice shelf. In the west, where the southerly winds are strongest, where they have the highest directional constancy, and where most of the outflow takes place, the correlation is rather weak. However, the correlation with the sea ice concentration in figure 6.5(b) shows a zonal band of a significantly high negative correlation extending from the east to the west of the Ross Sea.

Figure 6.5: Instantaneous correlation coefficients between the 12-month-running mean of the Ross Ice Shelf cold air outflow anomalies and the meridional sea ice area flux anomalies (a) as well as the sea ice concentration anomalies (b) for each grid box. The red contour line denotes the 95% confidence level. The gray dashed lines indicate the Ross Sea sector.
Two considerations should be made when studying figure 6.5(b). Firstly, the correlation seems not to be significant at the sea ice edge which is surprising because we have derived a significant correlation with the sea ice extent. Nevertheless, the sea ice edge varies throughout the year and all months have been correlated so that at the outer ice pack the sea ice cover is only present in late winter and early autumn which lowers the correlation coefficient. Secondly, the correlation is most negative in the region where sea ice convergence occurs which directly links the sea ice concentration to the meridional transport. Even though the correlation is not significant we can notice a tendency towards a positive correlation coefficient in the southern Ross Sea which implies more open water areas in months of high outflow. The northward transport is enhanced and accelerated, and, subsequently, in the convergence region where the drift usually decelerates more ice accumulates. Moreover, we can notice another region of high negative correlation in the southern Amundsen Sea. This is probably caused by the enhanced large-scale cyclonic circulation in this region in years of high outflow that pushes the sea ice against the coast and causes a high concentration.

At last, figure 6.4 shows an overall increasing outflow trend (negative) of $-1.33\pm1.40 \text{ K m s}^{-1} \text{ per decade}$ (about -1.6% of the average total outflow) which, however, is only significant at a 85% confidence level. Still, a higher outflow would be expected according to the positive trend of the sea ice extent and agrees with an increasing area production and transport. The very strong meridional sea ice transport increase and the positive temperature trends provide a hint that the trend of temperature and wind speed at the ice shelf edge might be of opposite sign. As the outflow is a product of the two variables the trend might be weakened. Figure 6.6 shows the time series for each season. Whereas austral spring outflow slightly decreases, autumn and winter outflow increases. Although none of these trends is significant, they seem resonable in terms of sea ice concentration and meridional transport trends that show an increase in the western Ross Sea mainly in autumn and winter.

![Figure 6.6: Total outflow from the Ross Ice Shelf for each (ustral) season. The dashed lines indicate the trends. None of the trends is significant.](image)

Overall, the cold air outflow that is forced by the large-scale pressure distribution and the cold air pooling on the ice shelf is responsible for a large part of the sea ice transport and extent variability in the Ross Sea. It is quite likely that the increased sea ice production in the southern Ross Sea and the increased northward transport and sea ice concentration in the western Ross Sea are caused by an
increasing cold air outflow close to the Transantarctic Mountains. For a more robust statement further analysis on the outflow trends would be necessary.

6.2 Weddell Sea and Ronne-Filchner Ice Shelves

The barrier wind effect over the Ronne-Filchner Ice Shelves and the Weddell Sea that I have studied in chapter 4.4 is not as clear as over the Ross Sea and Ice Shelf but there is an amplified large-scale southerly forcing close to the mountain range that exports large amounts of cold air from the ice shelves. Furthermore, the southerly winds are weaker and the temperature deficit close to the surface is stronger. This suggests that the outflow of cold air is more dominated by the temperature contribution than by the wind. It also implies that the dynamical forcing of the atmosphere on the sea ice in the southern Weddell Sea is, probably, weaker but sea ice grows thicker due to the lower temperatures. In order to analyze the effects of cold air outflow from the Ronne-Filchner Ice Shelves on the sea ice, I will proceed as in the previous section (6.1).

![Correlation Coefficient Map](image.png)

**Figure 6.7:** Correlation coefficient between the 12-month-running mean of the Weddell Sea sea ice extent anomalies and the meridional sea ice area flux anomalies of each grid box with a time lag of the extent of one month. The green contour line denotes the 95% confidence level. The gray dashed lines indicate the Weddell Sea sector.

The relation between the Weddell Sea meridional sea ice transport and the sea ice extent that I have revealed in chapter 5.2 showed that there the sea ice dynamics play an important role but are not as determining for the sea ice extent as it is the case in the Ross Sea. A lower overall correlation does not necessarily mean that the meridional transport is not of high importance locally. Therefore, figure 6.7 shows a map of the correlation coefficient between the sea ice extent anomalies and the meridional transport anomalies. There are two major areas of significantly positive correlation: one parallel to the Antarctic Peninsula and the other in the central north. This suggests that there are different regimes that influence the sea ice extent. Hypothetically, a higher northward transport in one of the regions could cause a higher extent just north of the increased transport. Moreover, we can identify significantly positive correlations close to the ice shelves that are, probably, strongly influenced by off-shore winds. In terms of cold air outflow from the ice shelves, these regions and the region close to the Antarctic Peninsula are of interest.

and computed the differences between the average months. This should highlight the influence of the atmospheric circulation on the sea ice. Figures 6.8(a) and (b) show the average July difference of the surface pressure with the associated surface layer wind vectors (a) and of the meridional sea ice area flux (b), respectively. The years of high sea ice extent for this month show an increased sea ice cover especially in the north-west (cf. brown and green contour lines). We can further notice that there is a higher cyclonic activity north of the ice edge. Related to this pressure difference are strengthened southerly winds in the western and weakened southerly or even northerly winds in the central Weddell Sea. The meridional area flux difference shows, as expected, a similar pattern as the wind forcing (cf. figure 6.8(b)).

Figure 6.8: Average July difference between years of low and high sea ice extent in the Weddell Sea sector (cf. text) for surface pressure and the associated surface layer wind vectors (a), and for the meridional sea ice area flux (b). The red and gray lines denote the transect that is used for the profile shown in figure 4.20(b). The gray line is the part of the transect situated on the ice shelf.

According to the negative meridional transport anomaly for the average month of July in the central Weddell Sea, we would also expect a negative correlation between the meridional transport and the sea ice extent in this area. However, figure 6.7, surprisingly, shows a positive correlation coefficient. Again, by considering all months of the difference between the low and high sea ice extent cases (not shown), I can conclude that the patterns of the pressure difference are extremely variable throughout the year, so that no clear tendency is visible. Nevertheless, the sea ice transport always changes accordingly. This also leads to the effect that the difference of the sea ice extent is not clearly larger in one single region throughout the year but varies in different regions. I infer that this is caused by the very large sector for which the sea ice extent is determined and a high sea ice extent in the west might be caused by different processes than a high sea ice extent in the east. So in order to distinguish different signals, a definition of smaller sectors would be necessary.

We would expect - judging from the results that were gained in the Ross Sea - that the meridional sea ice transport and the sea ice concentration in the western Weddell Sea are strongly linked to the cold air outflow from the Ronne-Filchner Ice Shelves and that the eastern parts are forced by other processes. Along the cross-section of the ice shelves that I have used in figure 4.20(b), I calculated the cold air outflow which is illustrated in figure 6.9. Similar to the cold air outflow over the Ross Ice Shelf, the outflow over the Ronne and Filchner Ice Shelves increases in height and strength towards the mountain barrier. It is always the strongest close to the surface where the highest cooling potential is present. In
general, the values across both ice shelf edges are lower than across the Ross Ice Shelf edge because wind speeds are much lower in this case. Further, we can see that Berkner Island is an important orographic feature to enhance cold air outflow on the Filchner Ice Shelf.

![Figure 6.9: Cross-section along the transect across the Ronne-Filchner Ice Shelf edges that is outlined in figure 6.8 with the Antarctic Peninsula to the west (right in the figure). Average July (1989 to 2006) cold air outflow is shown in color. The viewing angle is from the ocean onto the ice shelves. The light gray vertical lines indicate the ice shelves.](image)

According to equation 6.2 in box 6.1, I have calculated the total cold air outflow for both ice shelves (between the gray lines in figure 6.9) separately and as total. Not surprisingly the two time series correlate very well with a correlation coefficient of 0.60 at a 99% confidence level. The discrepancies rather arise from a difference in cold air pooling than in the large-scale forcing.

Figure 6.10 (left panel) illustrates the time series of the 12-month-running mean cold air outflow anomalies from the Ronne and Filchner Ice Shelves together (in green). The red curve denotes the 12-month-running mean of the Weddell Sea sea ice extent anomalies. There is no significant correlation between the two time series. However, if one only uses the first seven years of the dataset (until the blue line), the scatter plot (right panel) shows a significant negative correlation of -0.74 at a 90% confidence level. The northward sea ice area flux anomalies also correlate well during this period with a coefficient of -0.66 at a 90% confidence level. So, if the cold air outflow is a determining factor in parts of the Weddell Sea, there is a strong variability of the sea ice extent in these parts in the first years of the time series. In the other years sea ice extent variations are, probably, related to other processes. In the period 1996 to 2000 the outflow is rather strong but there is still an overall negative sea ice extent anomaly in the Weddell Sea. Towards the end of the time series the variability of the outflow is rather low and sea ice extent anomalies are not correlated. However, if one only uses the first seven years of the dataset (until the blue line), the scatter plot (right panel) shows a significant negative correlation of -0.74 at a 90% confidence level. The northward sea ice area flux anomalies also correlate well during this period with a coefficient of -0.66 at a 90% confidence level. So, if the cold air outflow is a determining factor in parts of the Weddell Sea, there is a strong variability of the sea ice extent in these parts in the first years of the time series. In the other years sea ice extent variations are, probably, related to other processes. In the period 1996 to 2000 the outflow is rather strong but there is still an overall negative sea ice extent anomaly in the Weddell Sea. Towards the end of the time series the variability of the outflow is rather low and sea ice extent anomalies are not correlated. This decreasing variability towards the end of the time series is also visible in figure 6.4. Interestingly, the outflow from the Ross Ice Shelf and the outflow from the Ronne-Filchner Ice Shelves are negatively correlated with a coefficient of -0.35 at a 90% confidence level. This is caused by the large-scale forcing that triggers the cold air outflow and is also a reason for the Antarctic dipole that I have described in chapter 5.1.

In a next step, it is of interest to see how outflow relates spatially to the sea ice transport and extent and if it is possible to determine the regions where it is dominant to confirm the speculations made before. Figure 6.11(a) shows the correlation coefficients between the outflow and the meridional area flux anomalies and figure 6.11(b) those between the outflow and the sea ice concentration anomalies. As in the Ross Sea, we can also see a large area of significantly negative correlation extending from the ice shelves to the sea ice edge for the meridional transport in the western Weddell Sea. The chain of reasoning of the impact of the outflow on sea ice also holds for the sea ice concentration that is negatively correlated to the
6.2 Weddell Sea and Ronne-Filchner Ice Shelves

Figure 6.10: Left panel: Time series of the 12-month-running mean Weddell Sea sea ice extent anomalies (red) and Ronne-Filchner Ice Shelves cold air outflow anomalies (green). The dashed lines show the respective long-term trends. Right panel: Scatter plot of the two variables on the left with linear fit. No correlation between the two datasets is visible for the total time series. The correlation coefficient of all data until the year 1996 (in blue) is -0.74 at a 90% confidence level for a time lag of the extent of one month.

outflow north of the transport dependence where the sea ice accumulates and that is positively correlated at the coast where it is exported. Consequently, a higher cold air outflow from the Ronne-Filchner Ice Shelves induces an increased northward transport of sea ice and an increasing concentration at the ice edge.

Figure 6.11: Instantaneous correlation coefficients between the 12-month-running mean of the Ronne-Filchner Ice Shelves cold air outflow anomalies and the meridional sea ice area flux anomalies (a) as well as the sea ice concentration anomalies (b) for each grid box. The red contour line denotes the 95% confidence level. The gray dashed lines indicate the Weddell Sea sector.

Further, in the eastern Weddell Sea the sea ice extent is, apparently, not correlated with the outflow which confirms the expected zonal differences of the determining factors. There is some significant positive correlation to the meridional area flux which is decreased if there is a cyclonic large-scale forcing that supports the outflow as it is the case in figure 6.8. Quite likely there is also a link to the westward transport of the sea ice along the coast of Dronning Maud Land, as there the sea ice concentration decreases in the east and increases in the west in years of high outflow. Consequently, the westward sea
ice area flux must be enhanced by stronger easterly winds.

At last, the question arises whether the observed trends of the Weddell Sea sea ice retrieved in chapter 5 can be explained by long-term changes of the outflow. The dashed green line in the left panel of figure 6.10 shows an overall increase of the cold air outflow from the Ronne-Filchner Ice Shelves with a trend of $-3.04 \pm 2.32$ K m s$^{-1}$ per decade (about -5.3% of the average outflow) at a 90% confidence level (note that a negative trend implies an increasing outflow due to the definition). This trend is rather surprising as there is an overall decreasing sea ice area production in the Weddell Sea that one could see in chapter 5.3. Now, we could argue that the overall Weddell Sea sea ice area production is not comparable to the outflow as the outflow is only of importance in the western Weddell Sea. However, Drucker et al. (2011) report a decreasing sea ice production in the southern Weddell Sea adjacent of the Ronne Ice Shelf for the period 1992 to 2008 which we would, indeed, expect to be related to the cold air outflow. If we only consider the period 1992 to 2006 of the outflow time series, the trend actually becomes positive which translates to a decreasing cold air outflow even though this trend is insignificant. Consequently, the increasing outflow that is found for the total time series mainly arises from the first two years where a strong positive anomaly is present.

On a seasonal timescale different signs of the cold air outflow are visible in figure 6.12. There is a significant cold air outflow increase in austral winter with a trend of $-14.2 \pm 17.5$ K m s$^{-1}$ per decade at a 90% confidence level (about 16.0% of the total). This agrees with the strong increase of the meridional area flux in winter (and also in spring) in figure 5.14. However, this increase is, to a large extent, related to a very low winter outflow in the first years of the time series which is the reason why the trends in figure 5.14 are not significant at this time of the year.

Figure 6.12: Total outflow from the Ronne-Filchner Ice Shelves for each (austral) season. The dashed lines indicate the trends. Spring and autumn trends are not significant. Wintertime outflow is increasing with a trend of $-14.2 \pm 17.5$ K m s$^{-1}$ per decade at a 90% confidence level (about 16.0% of the total) and summertime outflow is decreasing with a trend of $4.66 \pm 5.99$ K m s$^{-1}$ per decade at a 95% confidence level (about 32.7% of the total). An important finding can be retrieved from the cold air outflow in summer (and to a lesser extent also in autumn) that is significantly decreasing with a trend of $4.66 \pm 5.99$ K m s$^{-1}$ per decade at a 95% confidence level (about 32.7% of the total). The decrease implies that the summertime cold air outflow, that is low anyway, almost vanishes towards the end of the time series. As temperatures are around the
melting point over the sea ice during this season, a reduced cold air outflow from the ice shelves has a strong impact on the sea ice along the east-coast of the Antarctic Peninsula where usually an ice pack remains during the summer. It is not only a change of the temperature that plays a role but also the decreasing southerly winds that cause the decreasing northward transport in summer and autumn which is visible in figure 5.14. More ice melt in summer, then, leads to a stronger absorption of solar radiation by the ocean and a warmer ocean also implies a later freezing of the sea ice in autumn what we identify by the negative trends in figure 5.7. The decreasing cold air outflow and sea ice in summer and autumn also have strong impacts on the ice shelves along the Antarctic Peninsula because less sea ice and a higher absorption of solar radiation by the ocean can have a strong destabilizing effect on the ice shelves. This suggests that further research on the circulation changes along the Antarctic Peninsula and the related changes of cold air outflow is necessary.

In sum, throughout this chapter we could see that the cold air outflow from the large ice shelves captures most of the sea ice variability in the western Weddell and Ross Seas where the dynamical impacts of the atmosphere on the sea ice are very important. The correlation maps between the cold air outflow and the transport also agree with the maps of the variance of the meridional transport in chapter 5.2 and with those of the atmospheric forcing in chapter 4. The anomalies of the climate system are amplified in these regions due to the meridional mountain ranges that provide a barrier for the circulation and the transport of cold air masses.
7 Conclusions & Discussion

In this final chapter of my thesis I will summarize and contextualize all findings of my research. Moreover, I will review several critical aspects that arose throughout the thesis and point out where further research is necessary. By combining the key aspects of the results of each of the last three chapters, I will highlight regional factors that control the Antarctic sea ice.

The motivation to write this thesis arose from the lack of understanding of the direct atmospheric processes that determine the Antarctic sea ice variability and long-term changes. It is well known that the large-scale circulation variations through the Southern Annular Mode (SAM) and El Niño/Southern Oscillation (ENSO) provide and external forcing mechanism that is related to the sea ice variability in the Southern Ocean, especially in the Ross, Bellingshausen, and Amundsen Seas (cf. chapter 1). However, the physical processes that are associated with these relations or, in other words, the dominant factors of sea ice formation and decay for each region in the Southern Ocean are not yet determined. Moreover, the spatial distributions of the variability and the trends are also still not understood. I have described, analyzed, and interpreted several important impacts that the atmospheric boundary layer dynamics and the cold air masses from the Antarctic continent have on the evolution of the sea ice on a regional scale.

The analysis is based on an 18-year period from 1989 to 2006 which is limited by the data availability of the atmospheric and sea ice data that I have used. Even though this is a rather short period to analyze long-term trends in the climate system, it is possible to detect major relations and processes. The effect of using such a short time period in a climate system with a high variability becomes obvious in the low significance of some of the derived trends.

I have used data produced by a regional atmospheric climate model that was adapted for simulating the climate of polar regions (RACMO2.1/ANT) to describe the atmospheric boundary layer over the coastal Antarctic continent, the ice shelves and the sea ice covered ocean. The strong longwave radiative cooling over Antarctica sets up a very stable layer of cold air close to the surface. The cold air that is constantly produced over the slopes of the ice sheet is transported on to the ice shelves by strong and persistent katabatic winds in winter. Here, it accumulates and builds up a thick cold air layer which extends also over the sea ice in winter, especially in the Ross and Weddell Seas, adjacent to the large Ross and Ronne-Filchner Ice Shelves. An analysis of the surface layer potential temperature showed that this cold air is subject to strong interannual variations.

The northward transport of the cold continental air is associated with strong southerly winds that we can find in the western Ross and Weddell Seas. A climatological large-scale zonal pressure gradient along the coast exists throughout most of the year with higher pressure in the west due to the cooling effect of the mountain ranges and lower pressure in the east due to the frequent passage of cyclones. The southerly winds are amplified towards the mountain barrier which can be explained with horizontal thermal gradients. The cold air is pushed against the mountain barrier and leads to tilted isentropic surfaces. Very close to the surface on the ice shelves this thermal gradient is reversed because larger amounts of cold air are exported from the ice shelf on the western side. This results in the formation of a boundary layer jet over the Ross Ice Shelf. Over the Ronne-Filchner Ice Shelves and the Weddell Sea the effect is less pronounced which is related to a smaller topographic barrier that alters the flow.

An analysis of the long-term trends of the near-surface temperature and pressure fields showed a very high regional complexity and large statistical uncertainties which is caused by the strong interannual variability and regionally varying strength of the meridional exchange of cold continental air with warmer air from the north. Temperature trends are, to some extent, consistent in their spatial distribution with those that I have mentioned in the introduction of this thesis. There are two regions of major significant warming: one over the Bellingshausen, Amundsen, and eastern Ross Sea, and the other along the coast of Dronning Maud and Enderby Lands. Trends depend on the season and might even be reversed at a different time of the year. Strongest trends can be observed in winter. In terms of near-surface temperature trends and their relation to the sea ice changes, it is very important to notice that the temperature is not an independent variable and is rather influenced by the changing sea ice cover. Both
regions with positive temperature trends are influenced by an increased advection of warmer air masses from the north. Trends of the near-surface pressure and wind fields over the Southern Ocean in the considered time period are even more complex and less significant than those of the temperature. Again, they vary strongly with the season.

I have attempted to derive the single terms of the momentum budget in order to associate the variability and changes in the Antarctic atmospheric boundary layer with the single forcing terms of the wind field. This would be of high interest as we could distinguish the forcing that is imposed on the boundary layer by the large-scale circulation and the forcing that is caused by variations that happen very close to the surface. The latter are for example the regional accumulation of cold air and associated thermal gradients. However, several difficulties arose while explicitly solving the terms of the momentum budget. These are caused by the extrapolation procedure of the background temperature profile to the surface. The changing depth of the cold air layer and the local vertical structure of the temperature profile do not allow to use a fixed set of atmospheric layers to linearly extrapolate the upper atmosphere temperature lapse rate to the surface. Further efforts to accurately derive these terms are necessary and very important in order to detect the sources of the variability. Even though the terms were not accurately derived, they showed that the cold air outflow from the large ice shelves onto the sea ice and the southerly near-surface winds in the Ross and Weddell Seas are the result of a combined effect of large-scale forcing and thermal gradients in the atmospheric boundary layer due to cold air pooling. I have emphasized that the meridional topographic barriers, the Transantarctic Mountains and the Antarctic Peninsula, are responsible for the observed patterns and the enhanced meridional transport of cold air masses.

A comparison of the variability and trends of the sea ice concentration and the meridional sea ice transport revealed a very high regional importance of the sea ice dynamics for the distribution of the sea ice. Not surprisingly, these regions are the Ross and Weddell Seas. The patterns of the wind field mostly coincide with patterns of the sea ice drift. Strongest and most constant northward ice drift occurs in the western Ross Sea where most persistent southerly winds are observed. Along the coast of East Antarctica the easterly winds confine the sea ice to a rather narrow band along the coast that is dominated by a zonal westward drift. Another region of northward transport occurs in the western Weddell Sea, even though the effect is not as pronounced as in the Ross Sea. In the regions where we can observe a northward transport the sea ice extents as far as the west-wind zone in winter where the overall drifting direction turns eastward.

In the Ross Sea, I have identified the meridional transport as determining factor of the sea ice extent which reflects a high importance of the sea ice dynamics and the driving wind stress. Just north of the area where strongest increasing sea ice cover can be observed in the western Ross Sea, the northward sea ice transport has strongly increased. In the Bellingshausen and Amundsen Seas both, the zonal and meridional transport are important for the sea ice extent. However, there are no significant trends of the transport that might explain the decreasing sea ice cover in this sector. This also indicates that, probably, the increasing warm air advection from the north in late winter and spring is responsible for the observed long-term changes in this region. The same holds for the decreasing sea ice concentration observed along the coast of Dronning Maud and Enderby Lands in summer and early autumn. In this part of the Southern Ocean (Indian Ocean sector) the zonal sea ice transport is somewhat important to the sea ice cover variations. In the Western Pacific Sector no significant trends were found and sea ice dynamics seem to play only a minor role for the variability. At last, in the Weddell Sea there is also a strong relation between the northward transport of sea ice and the sea ice extent. The decreasing sea ice cover in the north-west might be related to a decreasing northward sea ice transport along the Antarctic Peninsula.

The source regions of the large amounts of sea ice that are transported northward in winter in the Ross and Weddell Sea are the large coastal polynyas adjacent to the ice shelves. They form due to the persistent southerly winds from the continent. If the sea ice is exported out of these regions the open water surface refreezes almost immediately due to the very cold air. Using the divergence of the sea ice area flux together with the rate of change of the sea ice concentration, I have derived a term that I refer to as 'sea ice area production'. Sea ice area production in the Ross Sea shows an increasing
trend, consistent with the meridional transport and sea ice cover trends. The same relation holds for the
Weddell Sea where sea ice production has been decreasing.

The cold air outflow from the Ross and Ronne-Filchner Ice Shelves has been defined as the product of
the wind speed perpendicular to the ice shelf edges and the temperature deficit of the air with respect to
the freezing temperature of the ocean. This quantity confirms that large parts of the variability of the
Ross Sea and western Weddell Sea sea ice cover and transport are associated with the cold air outflow
from the ice shelves. In the Ross Sea the positive transport and concentration trends might even be
explained with a slightly increasing cold air outflow. The cold air outflow from the Ronne-Filchner Ice
Shelves shows an overall increase which is mainly due to a large low outflow anomaly at the beginning
of the time series. By considering seasonal outflow trends, I have shown that the Ross Ice Shelf outflow
increase takes place in autumn and winter and that the Ronne-Filchner Ice Shelves outflow is decreasing
in summer and increasing in winter and spring. In order to confirm this relation more research with a
longer time series is required.

A combination of all these results leads to the following chain of reasoning. The variability of the
large-scale circulation and the accumulation of cold air on the large ice shelves forces variations of cold
air outflow from the continent over the sea ice along the mountain barriers. The strong off-shore winds
induce a northward transport of sea ice which is causing the formation of large open water areas in
coastal regions where sea ice is produced. If the winds are stronger, more sea ice is exported and if the
temperature of the cold air is lower, sea ice forms more quickly on the open water. The variability of the
northward transport, then, is associated with variations of the sea ice concentration north of the region
of meridional transport where it accumulates. This, eventually, results in anomalies of the sea ice extent.

The findings do not only imply that the variability of the sea ice can, to a large extent, be explained
by variations in the atmospheric boundary layer, but they do also confirm that the regional atmospheric
climate model that was used for this study is able to reproduce the climate variability on a very regional
scale what further enables one to study the processes that take place over coastal Antarctica. The
described relation between the sea ice and the lower atmosphere might even be stronger in reality than
the one that I have retrieved. It is expected that the horizontal resolution of the model (even though
it is really high) leads to a slight underestimation of the wind speed and the formation of cold air over
the continent because the slopes might be slightly underestimated. Further, the model is forced with
sea ice cover data from the ERA-Interim database. As I have shown in this thesis this implies several
inaccuracies and inconsistencies. The usage of the original satellite data might also alter the coastal wind
and temperature fields, especially in coastal areas and along the ice edge where discrepancies are the
largest.

By using the cold air outflow parameter, I have stressed that the combined wind and temperature
signal is important to capture the sea ice variations. Temperature or wind variations and trends alone
(cf. chapter 4) did not show this relation. This stresses that it is not possible to solely explain the sea ice
variability around Antarctica by only considering the surface temperature or the thermodynamic forcing
of the sea ice. It is crucial to include the sea ice dynamics that lead to a mechanical redistribution of the
sea ice and induce the formation of open water areas within the ice pack where large amounts of sea ice
can be produced throughout the winter. Further, the results imply that there is a significant influence
of the continent on the sea ice variability even at the sea ice edge because the cold air outflow has been
assessed at the ice shelf edges before the atmosphere is directly influenced by the sea ice or the ocean.

I have shown that the cold air outflow is a combined effect resulting from the large-scale forcing and the
boundary layer processes. The redistribution of the cold air in the boundary layer along the mountain
barriers would not be possible without the large-scale forcing. This relates the findings of this thesis to
the observed relation between the SAM and ENSO, and the sea ice cover. The mountain barriers are
responsible for an amplification of the large-scale circulation anomalies which is also a reason why the
observed interannual variability of temperature, wind and sea ice in the western Ross and Weddell Seas
is the largest.

Table 7.1 summarizes different correlation coefficients between detrended 12-month-running mean
anomalies of several parameters for the Ross Sea. These are the sea ice extent, the meridional sea ice transport, the cold air outflow from the Ross Ice Shelf, the SAM/AAO, and the Southern Oscillation Index (SOI) (both datasets from the National Oceanic and Atmospheric Administration, Climate Prediction Center, www.cpc.ncep.noaa.gov/data/indices and www.cpc.ncep.noaa.gov/products/precip/CWlink). The important role of the sea ice dynamics in the Ross Sea is again pointed out as the correlation coefficient between the meridional sea ice area flux anomalies and the sea ice extent anomalies is the largest. Surprisingly, the ENSO signal shows the second largest correlation coefficient to the sea ice extent for the selected period, even though several authors have found a stronger relation to the SAM variability in the Ross Sea than to ENSO (cf. chapter 1). In general, the SAM index has the lowest coefficients. The cold air outflow also significantly correlates with both the SAM index and the SOI. This means that the outflow is high during a positive phase of the SAM or SOI.

Table 7.1: Correlation coefficients between the detrended 12-month-running mean of the Ross Sea sea ice extent anomalies, Ross Sea meridional area flux anomalies, Ross Ice Shelf cold air outflow anomalies, SAM/AAO index, and SOI (both datasets from the National Oceanic and Atmospheric Administration, Climate Prediction Center, www.cpc.ncep.noaa.gov/data/indices and www.cpc.ncep.noaa.gov/products/precip/CWlink). All correlations with the sea ice extent have a time lag of one month of the sea ice extent. All correlations are significant and the subscript gives the corresponding confidence level in percent.

<table>
<thead>
<tr>
<th></th>
<th>Merid. Flux</th>
<th>Outflow</th>
<th>SAM/AAO</th>
<th>SOI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extent</td>
<td>0.8198</td>
<td>-0.5295</td>
<td>0.4795</td>
<td>0.7899</td>
</tr>
<tr>
<td>Merid. Flux</td>
<td>-0.5695</td>
<td>0.4695</td>
<td>0.5999</td>
<td></td>
</tr>
<tr>
<td>Outflow</td>
<td></td>
<td>-0.5995</td>
<td>-0.4190</td>
<td></td>
</tr>
<tr>
<td>SAM/AAO</td>
<td></td>
<td></td>
<td></td>
<td>0.3490</td>
</tr>
</tbody>
</table>

The very high value of the relation of the SOI to the sea ice extent implies that there are other mechanisms that must cause a dependence of the ice cover at the ice edge on ENSO. Possible impacts that need further research are imposed by the cyclonic activity along the sea ice margin, or changes in the ocean heat flux and circulation. These processes are very likely to influence the sea ice edge that extends in winter as far as the westerlies where the influence by the continent on the spatial distribution vanishes.

Moreover, in the introduction (chapter 1) I have also mentioned that the long-term increasing sea ice cover could not be related to long-term changes of the SAM or ENSO. The hypothesis of the ozone depletion as a cause of a stronger large-scale circulation and an increasing sea ice extent that was suggested by Turner et al. (2009) is not rejected by the findings of my thesis. The slightly increasing outflow might, indeed, be related to an increasing cyclonic activity in the Ross Sea. In order to proof this, more analysis is necessary.

One might also raise the question of how the warming global climate effects the sea ice because it seems as there is no expected response of the total sea ice cover in Southern Ocean. However, there are several regions of significant warming where air from the lower latitudes is advected over the sea ice. The decreasing trends in the Bellingshausen and Amundsen Seas and, probably also to some extent, the decrease in the western Weddell Sea might, indeed, be related to a long-term warming climate. Most of the temperature trends, however, do not considerably influence the winter sea ice around Antarctica, yet. This is due to the very low prevailing temperatures where a small increase is not really effective. A warming only becomes of concern in summer when the temperatures reach the melting point and the summer decay might be amplified. The fact that the temperatures over the Antarctic continent do not rise as fast as they do in other regions might also lead to an enhanced meridional exchange of heat with the lower latitudes which, in turn, implies a stronger cold air outflow and increasing sea ice cover. One should also consider the stability of the atmospheric boundary layer over the continent. Turner et al. (2006) report a strong warming of the middle troposphere in the last decades. As there is no such strong warming at the surface, this implies an increasing stability of the boundary layer and a stronger surface temperature deficit which might lead to an increase of the cold air drainage into coastal areas.
which, again, would cause an increasing sea ice cover. Consequently, it is rather difficult to make a clear statement on the impacts of warming or cooling on the Antarctic sea ice.

In order to further study the implications of long-term changes in the climate system on the Antarctic sea ice, more complex sea ice models are necessary that should be able to capture the regional importance of the sea ice dynamics realistically. A better representation of the sea ice dynamics in models does not only promise to simulate the Antarctic sea ice cover more realistically but it does also allow to find relations between the large-scale circulation and the sea ice. Long-term projections of the behavior of the Antarctic sea ice are also very interesting in terms of the response of the West Antarctic Ice Sheet on the warming climate because less sea ice would have an additional destabilizing effect on the ice sheet.

In conclusion, the findings of my thesis have shown that the sea ice dynamics are the key to understand most of the interannual Antarctic sea ice variability. Further, I have pointed out that the near-surface atmospheric forcing is the main driver of these variations. The cold air outflow from the continent captures large parts of the variability, and even provides possible explanations for the long-term increasing sea ice cover.
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